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Foreword

On behalf of the organising committee, we would like to welcome all speakers and delegates to the
2004 Irish Machine Vision and Image Processing Conference, which is being hosted jointly by the De-
partment of Computer Science and the Department of Electrical and Electronic Engineering, Trinity
College, Dublin.

IMVIP 2004 is the eighth conference in the series. Previous IMVIP conferences have been organised
by Magee College, University of Ulster (1997), NUI, Maynooth (1998), Dublin City University (1999),
Queens University of Belfast (2000), NUI, Maynooth (2001), NUI, Galway (2002 in conjunction with
Opto-Ireland) and University of Ulster, Coleraine (2003).

Once again IMVIP 2004 brings together theoreticians and practitioners, industrialists and academics
from numerous related disciplines involved in the processing and analysis of image-based information.
The initial call for papers was issued in January 2004. Sixty-five submissions were received and each of
these was blind reviewed by members of the programme committee. Of these Twenty-two papers were
accepted for oral presentation and a further fourteen were accepted for poster presentation.

We would like to thank the members of the programme committee for their help in the review process,
without whom a conference of this nature would not be possible. Thanks are also due to the local
organising committee including members of the Sigmedia Group; in particular Hugh Denman for his
excellent work in creating the electronic submission system and Dr. Sid-Ahmed Berrani for his careful
assistance in creating this proceedings.

We are grateful to our invited speakers for taking the time to present at the conference: Sarah Witt
(Sony Research UK), Dr. Bill Collis (The Foundry) and James Mahon (Agilent Technologies).

IMVIP 2004 is run in association with the Irish Pattern Recognition and Classification Society (IPRCS),
a member organisation of the International Association for Pattern Recognition (IAPR).
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PROCESSING VIDEO ON A PLAYSTATION2 AND GPUS

Sarah Witt
Sony Broadcast & Professional Research Labs,
Jays Close,
Viables,
Basingstoke,
Hants,
RG22 4SB, UK
email: sarah.witt@eu.sony.com

Abstract
This paper describes research carried out at Sony BPRL to investigate the real-time video
processing capabilities of the Sony PlayStation2 and, more recently, consumer graphics cards (spe-
cifically Nvidia GeForceFX chipsets). The paper will illustrate some of the relative strengths of us-
ing these devices, but also some of the difficulties encountered. This paper will also contain a guide
to the PlayStation2 architecture, to show how it can be used for this kind of application.
Keywords: Video processing, Graphics processors

1 Introduction

We received a DTL-T10000 PlayStation2 (PS2) developer kit towards the end of 2000, kindly lent by Sony
Computer Entertainment Europe (SCEE) developer support in London. After some initial familiarisation
work, and some time spent on 2D text and still image rendering work, in mid-2001 we started investigating the
possibilities of using the PS2 for video applications.

Having worked on digital video effects devices before (large, expensive, hardware ones), it seemed like an in-
teresting challenge to me to try and implement 3D nonlinear effects, such as pageturn and ripple, in the PS2.
The fast 3D processing and graphics rendering power of the PS2 made it seem a suitable platform for such an
application. As aresult, many interesting video effects, both 3D and otherwise, were successfully implemented
in the PS2 [1].

Recently, consumer graphics cards have become available that have similar, if not greater, potential to be able
to process video in many ways. Using Nvidia GeForceFX-based graphics cards with video outputs, we have
just started investigating implementing similar work in Graphics Processing Units (GPUS).

2 PlayStation2 Architecture

The following introduction to the PS2 architecture is by Audio Out
no means exhaustive, but is meant as a background to e Spy2 —»
plain the way the effects were created, and how it migh
be used for other video processing applications. t
The Sony PlayStation2 consists of four main processor Video
devices, as shown in Fig.1. ut

e The main CPU (the “Emotion Engine”, or EE) IOP |=>= EE > GS i

* The rendering engine (the “Graphics Synthesiser”, or 4

%?e) IO Processor (or IOP) t t 3 t t 3
) ] | [HDD/
* The Sound Processor (or SPU2) g% ?:A:rrgs; 8%}2 USB | |iLink | |-

Fig.1 PlayStation2 Architecture
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Fig.2 Emotion Engine Architecture

3 TheEmotion Engine

TheEmotion Engingthe main CPU in the PS2, is a 128-bit MIPS processor at its core. It operates at just short

of 300MHz, and is supplied with 32MB of RAM. While such figures may sound modest compared to current
desktop PCs, it is the PS2’s potential for parallel processing which gives it its power.

Most of the PS2 software is written in C (C++ is also possible), using provided libraries to drive all the devices,
but some parts are written in specific assembly languages, either because that was all that was possible, or to
maximise efficiency.

In addition to 128-bit multimedia instructions, which can operate on sixteen 8-bit numbers, or eight 16-bit num-
bers (or four 32-bit numbers, or even two 64-bit numbers) in parallel, the EE also contains a number of co-
processors, which can operate independently of, and in parallel with, the CPU core. These co-processors are
illustrated in Fig.2.

3.1 Vector Units

The EE contains two floating-point vector processing units. These are each capable of processing 4 32-bit
floating point elements of vectors in parallel. Most instructions (e.g. multiply accumulate) can be done in a
clock cycle. As aresult, a 4-element vector can be multiplied by a 4x4 matrix in just four clock cycles. Using
four element vectors allows for homogenous 3D coordinates, so that translations, as well as rotations, can be
done by matrix multiplications. This means that a single “Local to Screen” matrix can be used, instead of sep-
arate translations and rotations.

Normally, the vector units are used independently from the EE core. Instructions and data are sent to the VUs,
and they are left to get on with their processing, and the results fetched on completion. The VU instructions
are normally written using VU assembly language, which may be hard to read and write, but can be very effi-
cient.

The two vector units differ in a number of ways. VUO can be used as a co-processor directly from the EE core.
VU1, however, can send data directly to the GS (through the Graphics Interface, GIF). VUL also has more
memory: 16kB each of data and instruction RAM, as opposed to VUQ's 4kB each.

3.2 Image Processing Unit (IPU)

The IPU is essentially most of an MPEG-1 and MPEG-2 decoder. It can decode MPEG Fixed/Variable Length
Coding (FLC/VLC) bitstreams, and perform Inverse Discrete Cosine Transforms (IDCTs) on the input coeffi-
cients to reproduce video. The only part of MPEG-1 and MPEG-2 decodes it is unable to do itself is the motion
compensation in long GOP MPEG (such as is found on DVDs). This is normally carried out in the EE core.



I-frame (Intra-frame) only MPEG can be decoded completely in the IPU, so this is the format we have used.
MPEG bitstream data can be DMA-ed to the IPU, and RGB video DMA-ed back on completion.

3.3 ScratchPad RAM

The 16kB ScratchPad RAM (SPR) is very fast access speed RAM (one clock cycle accesses, as opposed to
several clock cycles from main RAM). Data can be DMA-ed between it and main memory. It is very useful
for performing repetitive processes on large chunks of fixed-point data - for instance pixel colour operations,
such as a chromakey.

3.4 DMA Controller

The DMA controller can send data between main memory and the following:

* to/from the IOP

» to/from the IPU

e to/from the ScratchPad RAM

* toVUO

e to/from VU1

* to GIF (to GS)

As the DMA Controller works on 128-bit quadwords, it is capable of transferring data between these devices
very quickly, as well as being able to transfer in parallel to other operations running in the EE core. Conse-
guently large amounts of data can be moved about within the PS2 very quickly and easily - a useful asset for
video processing!

3.5 Graphics Interface (GIF)

The GIF receives data and commands from both the EE core and VU1, converts them for the physical interface
between the EE and GS, and sends them to the GS. This interface is capable of data rates of over 1GB/sec.
This allows fast transfer of textures to the GS - another feature useful for video. The GIF commands sent to
the GS include, for instancgyzcoordinates, RGBA values, texture coordinates corresponding toy#ue-
ordinates, and configuration commands for texture mapping, alpha-blending, etc.

4 TheGraphics Synthesiser

The GSisthe rendering engine of the PS2. It can draw primitives, such as points, lines and polygons, according
to instructions and coordinates sent from the EE. Primitives can be Gouraud shaded, texture mapped, alpha-
blended and fogged. Z buffers can also be used to ensure that only primitives in front of those already visible
are drawn. It operates at 150MHz, and can render 16 pixels per cycle (or eight per cycle if texture mapped).

4.1 GS Local RAM

The GS contains 4MB of embedded RAM. While this is much smaller than that found in typical PC graphics
cards, the fact that it is embedded in the chip means that it can be connected using very wide buses (2048 data
bits), thus allowing for parallel pixel rendering. In fact the frame buffer bandwidth is nearly 40GB/sec.

The GS RAM would normally be divided into the following sections:

» Display frame/field buffer (16 or 32-bit RGBA)

» Draw frameffield buffer (16 or 32-bit RGBA)

* Z buffer (16, 24 or 32-bit)

» Texture buffer (16, 24 or 32-bit RGBA, or 4 or 8-bit indexes for Colour Look up Tables)

e Colour Look up Tables (CLUTSs) (16 or 32-bit)

The divisions between these buffers are in fact arbitrary, and can change during a program, so that, for instance,
a draw buffer can temporarily swap with a texture buffer, etc. The draw and display buffers are effectively



double buffers, so that while one field is being rendered, the previous one can be displayed. They alternate
between fields.

4.2 Texture Mapping

Texture mapping requires a texture coordinate that corresponds to each vertex coordinate sent to the GS. As
each pixel is rendered, its corresponding texture pixel is read from the texture buffer and applied to the rendered
pixel. For intermediate texture coordinates, bilinear filtering between adjacent texture pixels (texels) can be
used.

Texture mapping can be done in the GS with or without perspective correction. Perspective correction produc-
es a much better effect when mapping a texture to a 3D shape. Without it, the texture appears to be mapped in
a flat, 2D way to the polygon coordinates. To perform perspective correction, as part of the “Local to Screen”
mapping done in the EE, the value (call@Jused to normalise the homogenous 4-element vertex vectors is
sent to the GS. ThiQ value is an indication of the level of scaling, caused by perspective, applied to a vertex.
By extending the vertex values over the polygon, the perspective can be corrected for in each pixel to be ren-
dered.

The samd) value can be used for Mip-Mapping. This is a process whereby a series of textures are created -
normally the same image in successively smaller sizes (half width and height, then quarter width and height,
etc.), and all of them stored in the texture buffer. These images are called MipMaps. Then, depending on the
amount of scaling applied to a texture as it is mapped to the screen, different MipMaps can be used for the tex-
ture. For intermediate levels of scaling, a mixture of two adjacent MipMaps can be used. This process can be
used to reduce image aliasing when a texture is reduced in size as it is mapped to the screen.

5 ThelO Processor

The IOP has the same core as the processor used in the original PlayStation, and is therefore used for running
PS1 games. But for PS2 software, its main function is to deal with all the peripherals that the PS2 can take. It
can be programmed separately from the EE, and has 2MB of its own dedicated RAM. In the case of our video
processing software, its principal function is to read the MPEG data off the hard disc drive efficiently and sep-
arate it into chunks of a single field.

6 PlayStation2 Video Effects

The video effects implemented in the PS2 include: wipes; 3D nonlinear effects, such as pageroll and ripple (as
illustrated in Figures 3 and 4 below); and pixel colour based effects, such as chromakey, and an “old film” ef-
fect.

Fig.3 Pageroll effect Fig.4 Ripple effect



6.1 3D nonlinear effects

These effects are created by dividing the foreground into
horizontal triangle strips, creating a tile mesh (each tile is
approximately eight pixels square). These tile vertices

have a nonlinear effect applied to them first. For in{  ,pp IOP Audio
SPU2| o t
i 1 i —*HDD controf—> .
stance, in the case of a ripple effect, healue (distance AV Files Dasont Mix

to/from the screen) is modulated by a sine wave, with a
phase that can change every field. Then, once the nonli

ear part has been applied, 3D linear rotations and transl %Lc’t%r MlpEUG Video| |[Texture
tions can be applied, along with some lighting, to| | ops decode Buffer

enhance the 3D appearance. Overall, the nonlinear 3 i

effects are optimised to make as much use as possible Y Y

Draw

the parallel processing capabilities of the PS2. VU1 ca Efnﬁ:‘; X2 |ivear & 2 L Field

be processing the linear part of the transform, and th Matriy Lighting RGBAZ
lighting, for one triangle strip, while the EE core, with EE ' _
help from VUO, can be calculating the nonlinear part of Display }S‘L‘,’t‘f’
the transform for the next triangle strip. Also, at the same Field -

time, the GS can be rendering the previous triangle strip,
sent from VU1. While all this is happening, the IPU is
also decoding the next fields of MPEG video, while thc,%ig_5 Use of PlayStation2 for nonlinear 3D effects
IOP is busy reading further MPEG data off the HDD, and

separating out the audio, which SPU2 then plays out.

The overall data flow can be seen in Figure 5.

GS

6.2 “Old Film” effect

The “Old Film” effects implemented reproduce typical film artefacts to make the video look as if it was shot
on film some decades ago (how many decades depends on the type of film simulated!). The effect combines
the following aspects:

| o 1.As film has no interlace, and only 24 frames/second,
only one field of source video is used per frame;
2.The “film” can be colour, black & white, or sepia;
3.Film grain, blotches (specks of dirt) and scratches are
added to the image;
4.A random shake is applied to the picture;
5.A random level of defocus is also applied, the level
changing every frame;
6.Frames are dropped occasionally, to give jerky motion.

A typical sepia “old film” frame is shown in Fig.6.

The “old film” effect is applied almost entirely in the GS.
The EE only has to decode the original video into lumi-
nance, rather than RGB, for black and white or sepia film.

Fig.6 Typical “Old Film” frame

6.3 Chromakey Effect

In contrast to the effects described so far, the chromakey effect (that of replacing a blue or green screen back-
ground with an alternative image) uses the EE core to perform the bulk of the processing. To speed up EE core
processing, the RGB video data is sent in small batches to the Scratch Pad RAM (SPR, see above), and the 128-
bit multimedia instruction used to process four 32-bit pixels at a time. The multimedia instructions are all



fixed-point (various bit-widths can be used), and are written in MMX-like assembly code. This processing
takes up the majority of the time available per field.

7 Nvidia GPUs

The research we have carried out so far with consumer graphics cards has concentrated on the Nvidia GeForce-
FX series of chipsets. These range from the GeForceFX5200, available for a few tens of pounds, to the
GeForceFX5950Ultra, which can cost up to about £300. Most of the research has been carried out on the latter
device, on a MicroStar International (MSI) card with video inputs and outputs, but we have also used
GeForceFX5700-based cards. The higher-numbered GeForceFX chipsets are more powerful, running at faster
clock speeds and performing more parallel operations. They also have a higher memory bandwidth. However,
different versions of the various chipsets exist, with different specifications. At the time of writing, the newer
6800-series Nvidia devices are just becoming available - these will be more powerful still.

7.1 Development Setup

As mentioned above, most of the research has been implemented using a MSI board containing a
GeForceFX5950Ultra device. This was plugged into a 8xAGP slot in a 3GHz single-CPU PC running RedHat
Fedora Linux. The reasons for choosing Linux at this stage are many and varied, but include transparency,
flexibility, and fundamentally, the ability to output 50Hz PAL video! Nvidia provide full Linux drivers (uni-

fied for all their current chipsets) some documentation, and sample application code on their website.

7.2 OpenGL

Whilst the Windows DirectX drivers may provide some functionality not available with OpenGL on Linux,
using OpenGL means that the software can reasonably easily be ported to Windows or other operating systems
at a later date, if required.

OpenGL is capable of rendering graphics either mostly on GPUs, or if the GPU is not sufficiently powerful, to
perform some of the processing on the CPU instead. This makes OpenGL completely portable, not just be-
tween operating systems, but also across different graphics cards and PC setups. While this portability ensures
that OpenGL graphics programs will run on just about any hardware, it does make the software very abstracted
from the hardware on which it is running, making hardware-specific optimisations difficult.

7.3 Cg

A few years ago, Nvidia introduced their Cg language. This is a high-level shading language that can be used
to program the GPUs. The GPUs can run both vertex programs and fragment (pixel) programs. These Cg pro-
grams can be loaded by OpenGL running on the CPU, and also have parameters controlled by the CPU. The
Cg programs tend to be short (only a few lines), although current GPUs allow for longer programs, due to in-
creased numbers of registers available in their vertex and fragment processors. Each vertex program is run
from scratch on every vertex sent to the vertex processor by the CPU, and outputs vertex and texture data to
the rasterisers, which then pass texels and other data to the fragment processors. Again, the fragment proces-
sors run their Cg programs on every pixel to be rendered, and can receive parameters from the CPU. The
GPUs, and hence the Cg code, use 32-bit floating point numbers for each RGB and alpha channel (i.e. 128 bits
per pixel), as well as for vertices and other parameters internally. This increases the quality of the final image,
particularly if multiple rendering passes are used, over the standard 8-bit fixed-point used previously, and in
the PS2. However, the drawback of using four times as many bits per pixel is the impact it has on the memory
bandwidth.

Other similar shading languages now exist, such as OpenGL shading language, and Microsoft’s DirectX HLSL
(High-Level Shading Language). We chose to use Cg as it is now fairly well established, and hence is well
supported with documentation and sample code.



7.4 Video

As mentioned above, the graphics cards that we used for research had video outputs (and in some cases,
inputs). These were analogue S-Video interfaces (or analogue composite). As we are principally inter-
ested in processing standards-compliant video formats, rather than arbitrary frame sizes, having a video
output is important. The graphics cards used are capable of outputting both standard definition (PAL
and NTSC) video, as well as high definition (including 1920x1080i, and 1280x720p) - another aspect of
interest for us.

Unfortunately, at the time of writing, we have not yet succeeded in getting the video inputs to work, due
to an apparent lack of information, or driver, to do so. Consequently, the video processed on the graphics
cards has been decoded in the CPU (from MPEG or DV sources), and sent via the AGP to the card.
The GPUs also contain some video processing hardware themselves, including parts of MPEG decoders
(IDCTs and motion compensation, but not bitstream parsing). However, we have not yet started using
these, partly due again to a lack of information/driver, but also because we haven't really needed to yet
(a 3GHz CPU is more than capable of decoding two standard definition video channels)!

8 PlayStation2 / GPU comparison

It would be possible just to present a table of numbers, statistics (e.g. polygons/second, etc.), and check-
boxes to compare the relative merits of using a PlayStation2, or a PC with particular graphics card, to
process video. However, whilst these numbers and facts can possibly be used to indicate whether a par-
ticular requirement can be achieved or not, they scarcely tell the full story. This section will therefore
try toillustrate the pro’s and con’s of each system, based on the author’s experience of developing video-
processing software on both.

But first, it is necessary to provide some numbers, for reference later.

Table 1: Numerical comparisons between PS2 and CPU/GPU

Parameter PlayStation2 3GHz CPU & 3GHz CPU &
GeForceFX5700 GeForceFX5950

CPU speed 300MHz 3GHz 3GHz
CPU bit-width 128 32 32
\ertex processor VU0, VU1 On GPU On GPU
Vertex proc speed 300MHz 475MHz 475MHz
Vertex proc bits 128 128 128
Vertices/sec 150 million 356 million 356 million
Fragment/pixel proc- | Limited, on GS On GPU On GPU
essor
Pixel proc speed 150MHz 475MHz 475MHz
Bits/pixel 32 fixed 128 floating 128 floating
Pixels/sec 2.4 billion 1.9 billion 3.8 billion
VRAM bandwidth 38.4GB/s 14.4GB/s 30.4GB/s
VRAM capacity 4MB 128 - 256MB 256MB




Table 1: Numerical comparisons between PS2 and CPU/GPU

Parameter PlayStation2 3GHz CPU & 3GHz CPU &

y GeForceFX5700 GeForceFX5950
CPU->VRAM band- | 1.2GB/s 2.1GB/s (8xAGP) 2.1GB/s (8xAGP)
width
VRAM->CPU band- | 1.2GB/s 132MB/s (PCI) 132MB/s (PCI)
width
Video Input No (but yes on PSX) Yes (depends on card)  Yes (depends on|card)
Video Output Yes Yes Yes
MPEG decoder Mostly (bitstream, Mostly (IDCT, motion | Mostly (IDCT, motion

IDCT) comp.) comp.)

Anisotropic filtering No Yes Yes

[Nvidia figures from www.nvidia.com]
8.1 CPU performance

The CPU performance is not particularly critical in video-processing applications, as long as it is suffi-
cient to decode the required number and size of video streams, and control the processing carried out
elsewhere. Forthe PS2, the EE core is, however, needed to do more complex pixel operations, such as
chromakey. For this, fast access memory (SPR) and wide bit-width multimedia instructions are invalu-
able.

8.2 Vertex Processors

The vertex processor performance in all cases is safely in excess of that likely to be required for this kind
of application, and they can all be run in parallel with other processors. Vertex processors are more crit-
ical for high quality rendering of synthesised images.

8.3 Fragment/pixel processors

The fragment, or pixel processor is one area where the GPU out-performs the PS2. The PS2 has limited
pixel operations in the GS (alpha-blending and testing, and Z-testing, bit-masking, etc.). More complex
pixel operations, such as a chromakey, have to be performed further upstream in the EE core, using mul-
timedia instructions. Clearly, in the CPU/GPU combination, the CPU could also be used in a similar
way, but the presence of a fully-programmable fragment processor provides the capability to perform
many more operations per pixel in real time. The use of Cg or other high-level shading languages also
reduces the time required to implement processing algorithms in these processors.

For more straightforward rendering (i.e. including any functions that the PS2’s GS can implement on a
pixel), the pixel fill rates are comparable between the different systems.

8.4 Graphics Memory (VRAM)

Itis clear from the figures quoted above that the PS2 has very little GS RAM, compared to the amounts
of VRAM provided on the graphics cards. However, as the bandwidths available to the RAM, possible
because the GS RAM is embedded in the GS, and between EE and GS are greater on the PS2, this does
not normally cause problems. However, the size of the GS RAM does impose one limitation: on the size

of video image that can be rendered. To allow for double-buffered frame (field) buffers, a Z buffer, and



video-sized texture buffer (not absolutely necessary, as the texture can be used in stages), the video size
is effectively limited to standard definition. In fact, 4MB of RAM is not even sufficient to store one field

of 1920x1080 HD video (1920x540x4 bytes per pixel).

Where the PS2 does have the upper hand, however, is the bandwidth to the VRAM. The values of band-
width (tens of GB/sec) may seem massive, but they can potentially start to become a bottleneck, and of
course the figures quoted are necessarily theoretical maxima - the actual values are likely to be much
less. Consider, forinstance, standard definition video (720x576x25, or 720x480x30 = 10.4Mpixels/sec,
@4bytes/pixel, this is 41.5MB/sec): the available bandwidth is still hundreds of times larger. However,
this 41.5MB/sec bandwidth figure must be multiplied up many times: for a typical rendering operation,
the current pixel value, current Z value, and at least one texture value must be read from the frame buffer,
and video and Z written, per pixel, making a total of at least five memory accesses per pixel rendered.
If multiple textures are used per pass (only possible on the GPUs, not in the PS2), MipMapping is ap-
plied, or depending on the transform applied to the texture(s), many more than one texture sample may
need to be read per pixel rendered, the required bandwidth increases further. Also, for the GPUs, the
pixel operations normally use 128 bits pre pixel, increasing the bandwidth even more. For typical video
processing operations, multiple rendering passes are required. Also, if fullscreen anti-aliasing is applied,
the images may become effectively 16 times as large (four times in each of two dimensions).

As the fragment/pixel processors rely on the VRAM bandwidth to read and write their required data, if
a large percentage of the time available each field/frame is taken up with memory accesses, this can sub-
stantially reduce the possible number of operations that can be applied to each pixel. For the
GeForceFX5700 processor, the 14.4GB/sec quoted bandwidth is likely to become a bottleneck - and in-
deed, with early versions of our video processing software, we have found this to be the case. This bot-
tleneck can be compounded in normal CPU/GPU use, as itis likely that two screens will be used: a high-
resolution and frame-rate VESA monitor, as well as the video out.

8.5 CPU<->VRAM bandwidth

With the advent of PCI-Express graphics cards, this potential bandwidth bottleneck could be removed,
as the bandwidth will be 4.2GB/sec in both directions. Currently, the bandwidth in the direction of the
graphics card (or GS) is not too much of a problem (as long as the graphics card is in a 8xAGP slot), as
for two streams of video sent as textures, only 83MB/s is required. However, the reverse direction is
currently a severe bottleneck for graphics cards, if the final output video image is to be read back from
the graphics card, as a single standard definition video stream takes up a third of the maximum band-
width available (high definition video is impossible).

8.6 Low-level control

One major difference that seems apparent from working on both PS2 and GPU systems, is the amount
of low-level control available. For the PS2, both the official developer kit, and the PS2 Linux kits come
with comprehensive hardware manuals. While at the start of development on the platform, this wealth
of information may seem overwhelming, it does provide the programmer with a fantastic visibility and
direct control of the hardware. Also, as there is no multi-layered operating system taking its share of the
available resources, the PS2 programmer has absolute control of the whole system. This makes it much
easier to optimise code, as it can be deduced what functions actually do at a hardware level. Another
benefit at this level that the PS2 provides is genuinely unified graphics memory. Any part of the 4MB

of RAM inside the GS can store frame, Z, or texture, or in fact change between type at the whim of the
software. This enables, for example, what was the frame buffer to now be considered a texture and re-
rendered to what was the texture buffer, and is now the frame buffer. To achieve the same effect in
OpenGL on a GPU would require copying from the frame buffer to another texture buffer, etc. - all of
which adds to the memory bandwidth required, as well as processing time.

OpenGL is a fairly abstract and object-oriented language. As mentioned above, this has the benefit of
making it very portable between hardware and operating systems, but does have the strong disadvantage
of being somewhat obfuscatory when it comes to determining what the hardware is actually doing. This



is further not helped by a lack of hardware information available about the GPUs themselves from Nvid-
ia. This lack of control and information can only lead to processing on GPUs being somewhat ineffi-
cient, relative to what is possible on a PS2.

Another problem with OpenGL is that it is really designed for rendering synthesised images, not process-
ing ones that already exist. It seems likely that later versions of OpenGL (OpenGL2 is imminent, and
later versions than that already being discussed) will deal better with processing video, as more and more
developers see the potential in graphics cards to do so. This may increase support for streaming textures,
and allowing buffers in the VRAM to be multi-purpose.

8.7 Development time

Itis hard to compare development times between the two platforms fairly, as the PS2 came first, and it
was the author’s first experience of graphics hardware (as opposed to dedicated video hardware). How-
ever, it is probably fair to say that the PS2 is harder to get started with (although this is very likely im-
proved now, with the amount of support information available, which has increased enormously since
the PS2 was first released). OpenGL and Cg are reasonably straightforward to learn, and simple appli-
cations can be got working very quickly indeed. However, as explained above, at a certain point, it is
useful to have more visibility of the hardware, to allow for optimisation, or implement certain specifica-
tions. At this point, the PS2 probably becomes the preferable platform.

9 Conclusion

With graphics processors (either in games consoles or normal PC peripherals) advancing at a far higher
rate than CPUs, their use as a platform for processing video is likely to increase correspondingly. Man-
ufacturers are beginning to recognise this, and are including more and more video-specific components
in these processors. However, there is still some way to go before they have all the functionality in place
to be the automatic choice for processing video, as they are still primarily designed for other uses. Cur-
rently, though, they can be used to implement some interesting and fairly powerful processes on video
streams.
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Abstract

The success of content-based image finding and retrieval is most marked
when the user’s requirements are very specific. An example of a specific
application domain is the grading of engineering materials. In this paper
we describe such an application in the area of civil engineering construc-
tion materials. We describe an innovative solution to automated vision-
based grading of construction materials. From the methodology view-
point, we show the advantages of using a resolution scale based approach
for content characterization of mixtures of fine granularity material and
large granularity “aggregate”. In particular we use (i) multiscale entropy;
and (ii) significant wavelet coefficients. Links with recent vision model
perspectives are discussed.

Keywords: Machine vision, aggregate, construction, wavelet transform,
entropy, information, image database

1 Introduction

1.1 Information Retrieval from Image Databases

Driven by generic multimedia database applications, there has been much work
in recent years on the theme of content-based image retrieval. Support has
included cultural heritage and museum applications, and personal and journalist
digitized photograph collections. Querying in generic database applications has
often involved used of colour and object (sub-image) shape properties.

Retrieval from specialized databases (e.g. fingerprint databases, or astron-
omy image stores, or Earth observation databases) has usually availed of special-
ized image features. Users of information retrieval systems in these specialized
areas are most often professional experts. Thus, for example, Earth observation
imagery is usually queried on the basis of well-defined external properties: dates
of observation, resolution scale of detector, geographic coordinates.

In the work described in this paper we are dealing with information re-
trieval support using a specialized image database of engineering materials. In
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this context, we propose a range of general features, derived from the images.
These features are defined from image resolution scale-based gradient, energy
and entropy properties.

The context of information retrieval here is automated grading of materials.
In this paper, we describe our current work of system evaluation and validation.

1.2 The Civil Engineering Application

In terms of quality control the civil engineering crushed aggregate construction
sector is relatively underdeveloped, with only simple manual tests being applied
to the end product. From a cost-benefit perspective it is therefore essential
that maximum economic value be obtained from the quarried stone, which will
require wastage to be eliminated from each stage of the processing chain. The
quality of the aggregate produced in terms of the consistency of its size and shape
also has a major influence on the quality (particularly in relation to workability
and durability) of the concrete and blacktop mixes subsequently produced.

Round or cubic shape aggregate particles have traditionally been considered
the most suitable in relation to meeting the needs of industry, although it has
also been suggested that bituminous mixes including non-cubic fractions can
lead to better road pavement layer stability [1, 2].

The development of a rapid and efficient means for classifying aggregate size
and shape could therefore enable the beneficial properties of an aggregate to be
more fully exploited.

Aggregate sizing is carried out in the industrial context by passing the ma-
terial over sieves or screens of particular sizes. Aggregate is a 3-dimensional
material and as such need not necessarily meet the screen aperture size in all
directions so as to pass through that screen. The British Standard specification
(and American and other European specifications) suggest that any single size
aggregate may contain a percentage of larger and smaller sizes, the magnitude
of this percentage depending on the use to which the aggregate is to be put.

To monitor the range of size of aggregate particles produced from any partic-
ular screen, regular laboratory testing is carried out. This involves sampling the
aggregate from either the moving conveyor belt or alternatively from the stock-
pile produced. A sieve analysis test is carried out to assess the range of particle
sizes present in accordance with the specification. This test is time-consuming
and therefore only a relatively small fraction (2 kg per 400-500 tons) of the
aggregate produced is ever tested. The quality of the result also relies heavily
on good sampling technique, which means that feedback to the quarry operators
can be slow and in many cases unrepresentative.

Certain shape parameters are also specified for particular uses, the most
common being Flakiness and the Elongation indices. These tests are also very
labour intensive and time consuming, and are carried out on an even more
limited number of samples.

1.3 The Content-Based Image Retrieval Problem

An ability to measure the size and shape characteristics of an aggregate or mix
of aggregate, ideally quickly, is therefore desirable to enable the most efficient
use to be made of the aggregate and binder available.



This area of application is an ideal one for image content-based matching
and retrieval, in support of automated grading. Compliance with mixture spec-
ification is tested by means of match against an image database of standard
images.

For our work, the image data capture consists of an experimental environ-
ment which can be replicated in an operational setting: limitation of 3D effects
and occlusion; use of diffuse homogeneous light; and avoidance of shadow.

For each class of aggregate mix, four separate samples were taken. Following
each imaging, randomization was carried out on the aggregate mix. To provide a
good sample in the case of each image, a subimage of dimensions 454 x 341 was
extracted from a central region of each image. We took 50 images to represent
each of the following aggregate classes, giving 600 images analyzed. A further
set of 108 images (9 from each class) were used for testing. Classes: passing 6
mm sieve hole diameter; 30/40 mix; 50/10 mix; 10 mm; 14 mm; 28 mm drb; 40
mm; 28 mm dbc; 20 mm; 50-14 wc; 35 14 mm; and 510BC mm.

Figure 1 shows a representative image from the first of these classes.

Figure 1: Image from class 1.

Our objective is to create an image-based “virtual sieve” which, through
image matching against an image database of standard images, will provide
automated grading. We use an unsupervised feature selection and multiple
discriminant analysis approach, to support nearest neighbour image querying.

1.4 The Vision Model Perspective

For robotic and industrial images, the objects to be detected and analyzed are
usually solid bodies. The appropriate vision model for such images is there-
fore based on the detection of the surface edges (see e.g. [3]). However diffuse
structures are characteristic of many other fields, including remote sensing, hy-
drodynamic flows, astronomy, and biological studies. Specific vision models are
needed in each case. Such a model could be one for which the image is the sum
of a slowly variable background with superimposed small-scale objects. In [4],
a vision model is proposed where each pixel, at each level of spatial resolution,
with a value significantly greater than the scale-based background is considered
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to belong to a real object. The same label is given to each significant pixel
belonging to the same connected field, both spatially and in-scale (i.e. inter and
intra wavelet band).

For the present work on civil engineering materials, we will use two vision
models.

The first vision model will cater for fine grained material regions in an image.
This image characterization is based on image entropy, determined by resolution
scale (thereby catering for gradation in granularity size), and by spatial region
(thereby catering for local subimage regions).

The second vision model will cater for coarse grained material regions in
an image. It is based on significant wavelet coefficients at each resolution scale.
Spatial (intra wavelet scale, and not inter scale) adjacency, only, is used to define
object features. If it were necessary to analyze such objects, individually rather
than globally, then inter scale analysis would be carried out.

2 Feature Selection

2.1 Multiple Scale Entropy to Quantify Aggregate Gran-
ularity

For fine grained image characterization we carry out a “texture” analysis, and
the wavelet transform is, by now, a traditional way to do this ([5, 6, 7, 8, 9]).
Our approach avoids any system parameter related to window size; and the
undecimated wavelet transform used helps to avoid object aliasing.

We used multiple scale image entropy to quantify aggregate granularity. Us-
ing 5 wavelet scales, from the Bj spline a trous redundant wavelet transform, an
entropy-per-scale was determined, and thus provided a 5-valued feature vector
for each image. Background on this is provided in [10], where it was concluded
that this approach to feature definition performed well for discrimination of
aggregate “textures”.

We additionally used 5 wavelet scales, with the same wavelet transform
method, used on the edge map, i.e. the image transformed with a Canny edge
detector. In total, this provided 10 features per image.

A Bjs spline a trous wavelet transform gives the following decomposition of
the original signal: {z; | ¥ = 1,2,...m} = {23:1 wik | k=1,2,...m}. lis
the number of scales, m is the number of samples in band (scale) m which is
constant for this redundant transform. Scale [ is the smooth or continuum scale,
and all other scales consist of zero-mean (per scale) wavelet or detail coefficients.
The value of [ is set by the user (here, 6, implying 5 wavelet scales) and, given
the dyadic property related to wavelet dilation, should be < log, m. The feature
set is defined from the resolution scale related decomposition as follows:

H={H;|j=12...1-1}={) h(wjx) |j=1,2,...1-1} (1)
k=1
with h(wj;r) = —Inp(w;). The probability p(w; ;) is the probability that

the wavelet coeflicient w;  is due to noise. The smaller this probability, the
more important will be the information relative to the wavelet coefficient. For



Gaussian noise we have

2

w?
h(w; ) = ﬁ + Const. (2)
95

where ¢; is the noise at scale j. If we were using a (bi-) orthogonal wavelet
transform with an L? normalization, we would have o; = o for all j, where o is
the noise standard deviation in the input data.

2.2 Larger Aggregate Characterization

Larger pieces of aggregate are less well modelled using the “texture” oriented
approach described above. We used, in addition to the features used so far, a
set of features designed to describe larger pieces of aggregate.

Firstly, this “larger aggregate pieces” description was multiresolution based.
We used 5 wavelet scales of a B3 spline & trous redundant wavelet transform.
This transform does not favour any orientation, and being redundant avoids
decimation-related effects. If one assumes a simple statistical model, such as
a Gaussian one, it is straightforward to determine the Gaussian parameters in
the wavelet planes. Note that the wavelet planes are linear combinations of
the original image pixel values, and that any linear combination of Gaussian-
distributed random variables yields a random variable which is Gaussian. While
thresholding based on this noise model has good theoretical credentials, we
use this framework here as a heuristic to distinguish between interesting and
uninteresting signal.

Feature 1 was the percentage of significant wavelet coefficients at each scale.
Significance was determined from a 3o threshold.

Feature 2 was the number of maxima at each scale.

Feature 3 was the number of structures (connected components of significant
wavelet coefficients) at each scale.

Feature 4 was the size in pixels of the largest detected structure at each
scale.

For 5 wavelet scales, using the aforementioned 4 features, this gave 20 fea-
tures per image.

2.3 Multiple Discriminant Analysis

To facilitate assessment of discriminability between the classes in feature space,
we used multiple discriminant analysis (also termed discriminant factor analy-
sis, or the multi-class version of Fisher’s linear discriminant analysis) [11, 12].
Discriminating axes are determined in this space, in such a way that optimal sep-
aration of the predefined groups is attained. As a linear discrimination method,
we expect that such problems as training set size, and generalization, will be less
pronounced than for a nonlinear method. See also Hand’s [13] case for “simple
is best” in regard to choice of classifier.

Consider the set of feature vectors, ¢ € I; they are characterized by a feature
set, 7 € J. A new orthogonal coordinate space is determined, such that the
spread of class means in this new space is maximized, while the compactness
of classes is restrained. Letting T be the total variance-covariance matrix of
the n observations, and B be the between classes covariance matrix, we seek
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eigenvectors of the matrix product T—!B associated with non-increasing eigen-
values. It can be shown that multiple discriminant analysis is equivalent to a
principal components analysis of centred vectors, i.e. the group means, in the
T—! or Mahalanobis metric.

Having the transformed feature vectors, i.e. their projection in the discrim-
inant factor space, allows straightforward nearest mean assignment of vectors
to the closest among the 5 groups used. In discriminant factor space, the (un-
weighted) Euclidean distance is used.

3 Results

Figure 2 shows one example of the projected images in the principal discrim-
inant plane, based on use of 5 classes. Classes 1, 2 and 5 are well separated.
In the multidimensional space (inherent dimensionality 5 = minimum of num-
bers of: features less 1 due to centring; observation; and groups) the distinction
between groups 3 and 4 is clearer. This figure used 250 images, characterized
in 10-dimensional feature space. The first 5 features are the multiscale entropy
ones described above. The second 5 features are multiscale entropies based on
a Canny edge transformed image. (See section 2.1 above.) For five succes-
sive classes of image, among the 250 images used, we had numbers of images
misclassified as: 0, 0, 3, 7, 0).
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Figure 2: Principal discriminant factor plane, with projections of images from
groups 1 to 5.

Among the many experiments carried out, a few important points are as
follows.

1. We studied many different feature sets. Most were multiscale-based. In
particular we initially used multiscale entropy features of a Canny edge
transformed images to provide information on larger pieces of aggregate.
But we later bypassed these Canny edge-based features in favour of the
multiscale significant structures analysis described above.



2. We examined the denoising of the image data prior to analysis. This was
not found to be of benefit.

3. Rather than the nearest mean classifier used in the multiple discriminant
analysis, we also investigated nearest neighbour discrimination approaches
(1-NN, 3-NN); and a multilayer perceptron. However the linear approach
was found to give very good results, and its operation was easily controlled
and managed.

4. We worked on rebinned 454 x 340 images, obtained from the originally
sized 2272 x 1704 images. We exhaustively tested the processing used
on a battery of 600 training set images used additionally on the original
2272 x 1704 images. Days of compute time on a Sun Microsystems cluster
gave us an approximate gain of 2% misclassification on an original 12%.
We saw no justification in continuing to process the original images in this
way.

5. We may note that as long as the misclassification in a class is shown to
be less than 50%, then a majority class assignment based on a number of
images is likely to increase the success rate.

Using 25 features (see sections 2.1 and 2.2: entropy values for 5 resolution
scales; and 4 significant wavelet features for 5 resolution scales, all per image)
and a set of 600 images, we found the following results: for 12 classes, numbers
of images misclassified were: 0, 0, 6, 5, 3, 6, 15, 12, 9, 0, 2, 0. This gave an
overall misclassification rate of 9.7%.

We then took 108 unseen iamges, and determined their classes based on
the 600 image result. We found the following: classes 1, 2, 3, 5, 11, 12: all
perfect. Class 4: 2 incorrect out of 9; class 6: 8 incorrect out of 9; class T7:
2 incorrect out of 9; class 8: 4 incorrect out of 9; class 9: 8 incorrect out of
9; class 10: 2 incorrect out of 9. Overall the misclassification rate was 24.1%
incorrect. This result was appreciably improved with the following information.
Classes 6 and 9 were two different classes but with mixture specification bands
(British Standard BS 812 Part 103 1985) that were identical. Given an identical
specification, no image-based virtual sieve can possibly separate these classes.
In all test set cases, a majority class assignment leads to correct assignment.

In order to study the needs for training and test set cardinalities, assessments
were carried out. Five randomly chosen test sets (and correspondingly randomly
chosen training sets) yielded numbers of images misclassified as: 1, 0, 1, 1, 2,
out of 30 in each case. Therefore we had an average 97% success on the test
sets. In the case of the smaller training sets and bigger test sets an average 95%
success rate was obtained on the test sets.

Specification of mixes are within standard bands. We have now started to
investigate necessary specification band coverage. Not surprisingly our initial
results show that good coverage is needed. In other words, the feature space of
training set examplars needs good coverage relative to the test set cases.

4 Conclusions

We have tested a new image content characterization approach, with excellent
results on images of aggregates containing different object sizes and morpholo-
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gies. Our algorithms are computationally inexpensive, and scalable. In our
experimental evaluation, we have found these algorithms to be robust and sta-

ble.
From the point of view of operational use in the difficult conditions of the

construction industry, we note that the algorithmic robustness and stability
leaves just one area where care and attention will be required in practice: viz.,
the operational camera and lighting environment.
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Abstract

We describe a multistage approach to shot cut detection based on image descriptor differencing
at a coarse temporal scale, followed by identification of shot cuts and fades at frame-level accuracy
based on explicit modelling of image data evolution during fades.

Keywords: Video parsing, cut detection, media discontinuity

1 Introduction

Effective shot change detection for video sequences is an essential prerequisite for the automated and
computer-assisted manipulation of digital visual media.

We propose here a framework for shot change detection based on analysis of image descriptors, such
as luminance histograms. Our implementation focuses on shot change detection as the first stage of
media processing for the addition of footage to a large media library, so we are interested in exploiting
as far as possible image descriptors that will be of use generally in the media library. These descriptors
can then be computed in a separate feature extraction pass and stored alongside the media files. Thus,
that portion of the execution time of this algorithm that involves feature extraction should properly be
amortized over the lifetime of the media asset in the library, taking into account use of the features in
subsequent stages.

In the subsequent sections of this paper, we will first describe a general method for data fusion across
multiple media descriptors for discontinuity detection, and an application of this method to shot change
detection for video sequences. We then outline a new approach to dissolve modelling and describe its
effectiveness. We wish to note that in the final stages of the preparation of this paper, we discovered
work similar in approach to the techniques described in the next section, published by Taskiran and Delp
in [5].

2 Change detection in frame descriptors

Consider a difference featuredetween two frames, and |8(T") be the probability that the two frames
span a shot change boundary. We have
P(n|T)P(T)

P(T|n) = Pn)
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2.1 Prior probabilities

In order that new frame features can be added to the shot detection framework, and to make the system
as generally applicable as possible, we will avoid using specific prior distributions. Thus, we assign
a uniform probability distribution to the likelihood?(n|T"). This is a working assumption which re-

flects that across shot transitions, a feature change may take on any value - for example, global motion
estimation will be degenerate across hugely disimilar frames, and colour histograms may be arbitrarily
different or similar. This likelihood could alternatively be computed for a particular feature using an
existing corpus for which the ground truth is known, but there is then an attendant risk of specialising to
the characteristics of that corpus.

Many researchers have assigned prior distributions to T parameterised on shot length, introducing a
bias against very short shots, but shot length distribution is a characteristic of genre, and in music videos,
for example, shots may be shorter than one half second. Furthermore, glitches and special effects in
video may result in shots of only one frame long, e.g. where significant dropout has occured, or in a
faux ‘subliminal image’ effect common in music videos. We therefore also assign a uniform probability
to P(T), to reflect that shots may conceivably be of any positive length. Any more informative prior
will necessarily be genre-specific (and could easily be incorporated where consideration is restricted to
a specific genre).

We are then left with the problem of computing the prior for the feature in questiom). Again,
this can be explicitly evaluated by off-line analysis of a corpus, but again we feel that greater generality
is achieved by computing this distribution from the data itself. In this implementation, we assume that
the distribution will be approximately normal within a shot for any given difference feature, and that
the value across a shot transition will be a large outlier of the normal distribution. Then, evaluation of
whether a given value is an outlier can proceed based on two windows, one to either side of the point
under consideration. As estimation of the parameters for a normal distribution is sensitive to outliers, we
cannot include the present point in the window, and would ideally exclude previously identified shot cuts
as well.

The principal parameter to be determined is the appropriate window size for estimation of the statistics,
and it is here that our prior conception of shot length must be taken into account. At present, we use a 60
frame window for frame-to-frame metrics, and aindow size of 6 samples for metrics spanning 10 frames.
In future, some form of adaptive window sizing procedure, alongside a more sophisticated estimation
process for the metric statistics inside the window, will be incorporated.

2.2 Video Features

The present implementation makes use of three principal frame-level features. The first is an estimate of
the translation global motion, computed using integral projection based on an image model of

I,(x)=Ih-1(x+d)

whered is the global motion, i.e. not varying with pixel site. This measure can be used directly
as a frame-to-frame difference, as generally large estimated displacements correspond to large frame
differences. More sophisticated global estimation techniques can be used, as, for example, in the paper
by Kokaram [4].

Histograms have also been recognised as suitable for shot change detection, for example as described
by Hanet al[3]. We employ here a the bin-to-bin histogram difference. Each frame of the sequence is
converted into the., U, V' colourspace, and a 101-bin histogram is computed of.tpine:

h(i) = 2.1

L(x)=i
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This full histogramh is then downsampled to a ten bin histogrdm and our difference measure
between frames is the sum of the absolut bin-to-bin differences of their downsampled histograms:

Dyiny = Z |H (i)n, — H(i)n,|
1=1:10
The final feature used is the frame-to-frame edge moment differential. An edge map of each of the
two frames to be compared is found, using the Canny edge detector. These edge maps are then dilated
using a five-by-five disk-shaped structuring element, to improve robustness under motion. We denote
this dilated edge map, taking on valued”(x) = 1 if there is an edge at siteand zero otherwise. The
second order momemt/ of the dilated edge map is then found, where

M=) " |x[E(x)

This second order moment is strongly correlated with the distribution of edges in the image. Thus, the
frame-to-frame difference of this moment is an indicator of the difference between frames. A variety of
other edge-related features can be used for shot detection and characterisation, for example the Hough
transform [2] and a disappearing edge count [1].

The global motion and histogram differences are computed off line, and used for first-pass cut de-
tection: if any difference value exceeds 50 standard deviations, the corresponding frame is immediately
assumed to mark the start of a new shot. The standard deviation value used is the lesser of two calcu-
lated from windows to either side of the frame under consideration; this results in more stable sequence
statistics being automatically selected. The use of such a locally estimated measure is greatly preferable
to a prior fixed threshold value. For example, a shot of a single frame in length can be detected, and a
shot transition between an ordinary shot and a shot consisting of a succession of unrelated frames can be
detected, but a shot consisting of a succession of unrelated frames is not artificially partitioned.

Using the assumption that each difference feature is independent of the others, we can also combine
local deviations to find more subtle shot cuts. Adding local deviations is conceptually equivalent to
multiplying and scaling the associated probabilities. Where a combined local deviation exceeds 50, we
flag a shot transition.

Local deviations between 10 and 50 in any single difference feature we consider to be possible shot
cuts, for further examination. At present the only subsequent feature in use is the frame-to-frame dif-
ference of the second order moment of the dilated edge distribution. We evaluate this difference vector
around the possible shot cut and compute local deviations as before. These local deviations are added
to those previously computed using the other features, and if the sum local deviation exceeds 50, we
assume that a shot cut has been detected.

This process can be augmented naturally to add in more sophisticated frame difference techniques
until the confidence (local deviation) at each frame has move outside the thresholds of uncertainty.

The framework as developed here uses differencing between adjacent frames. We expect that gradual
shot transitions can be more easily detected at a coarse temporal scale. In the following section, we
outline how a possible shot transition region is examined to see whether it is likely to be a fade.

3 Fades

Fades, also known as dissolves, are a common transition in many video genres, including motion pictures,
sports footage, and music videos. While analysis of frame features at a coarse temporal scale is generally
sufficient to localise fades and other gradual shot transitions, this method by itself will result in very low
precision, as video regions with high motion content will also be found. Some researchers have used
edge information to analyse possible fade regions, but this is a computationally expensive approach,
especially as dilation of edge maps is crucial for robsutness to motion. We introduce here an efficient
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scheme for modelling fades in which possible dissolve regions are characterisedalpharcurve
where alpha is a parameter varying from 1 to O as the fade progresses. Examination of this curve then
informs classification of the video region as being a fade, or otherwise.

3.1 Fade model

Our model assumes that a frame occuring during a fade is made up of a linear combination of two
template framesdesignated 7, and I, at positions preceding and succeeding the fade region. The
image predicted by this model, for a given crossfade stremghdesignated,, (), and calulated by:

Ing(oy = ol + (1 — a)Iry

The likelihood of a given value of alpha is proportional to the agreement between the image predicted
by the model and the observed data, which is the image at time t, designaSmkcifically,

plally) o exp(= Y [(£Li(x) = Inaa) (%))?])

For a given image, we can estimate the MAP value of alpha by differentiation with respect to alpha.
It transpires that the optimal value is given by

Qopt = Z IthO,T1 - Z IT1 VT07T1
opt —
Z V%O,Tl

whereVro 7, is simply the difference imagér, — Ir,.

3.2 Global motion

The model as presented makes no account of the motion content of the image sequence, which will
result in probable failure to accurately estimate alpha in dissolves that occur between sequences with
significant motion. As a first step to improving robustness in this instance, we introduce global motion
compensation. When computiagfor frame I, we first apply cumulative global motion parameters to
frame Iz, and inverse parameters to framig, to compensate each template to titnéfter this com-
pensation, only a partial region of each template frame will contain valid data, and estimatios of
performed on the overlapping area of the valid regions. Naturally, this process introduces a dependency
on the accuracy of the global motion estimator; the results described herein were based on an implenta-
tion using a fast, projection-based estimator, estimating translation motion only, and difficulties can be
expected in sequences featuring fast zooms. Compounding this disadvantage is that we require global
motion estimates in precisely the region where they are most difficult to compute, viz. within the dis-
solve itself; we intend to investigate a more sophisticated implementation which will extrapolate global
motion parameters computed prior to the suspected dissolve region where possible. A further difficulty
is that analysis of regions undergoing rapid global motion may be impossible, where the intersection of
the regions valid after global motion compensation is the null set.

3.3 Local motion

Local motion in the dissolve region will introduce a large, localised discrepancy between the template
image and the current frame. These discrepancies will then confound the alpha estimation process. To
account for this, we employ an iterative reweighting scheme based on a Cauchy weighting function. In
our first estimate, the weight at every site is 1. We then examine the residual ifpagel ;) — I,

and update the weight at each site according to:

W) =Gy T (2.385)

1 Ie(x)
(
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In the above formula, the residudlg x) are being scaled to take into account the leverage of the point
h (distance from data centroid), ards related to the median absolute distance of the residuals from
their median (a measure of the overall spread of the data).

This process is repeated until the number of residuals exceeding a certain threshold is zero, or the
sum of the residuals begins to increase, or the number of iterations exceeds a certain limit. None of these
halting conditions is entirely satisfactory, as correct estimation of alpha may indeed involve increasing the
number of pixels assigned to local motion after some iterations, and choice of the appropriate thresholds
is difficult (currently alpha estimation is discontinued if less than 2% of the image has an error of more
than 20 graylevels). While the present, somewhat ad-hoc approach does produce satisfactory results, it
is frequently apparent that the algorithm is performing more iterations than necessary.

3.4 Fade curve analysis

Having calculated the alpha values for each frame in the region of interest, we then examine the resulting
curve to see whether it has the characteristics of a fade. We have adopted a simple approach in which
the alpha curve is partitioned into three sets of adjacent values, and fit a line to each partition. We
iterate over every possible choice of two changepoints in the alpha curve, and lines are fitted to each
of the three resulting segments. A confidence measure is associated with each line, based on the mean
squared distance from each point in the segement to the line. The partition that gives the highest average
confidence over the three fitted lines is then selected. As the number of points in an alpha curve is only
of the order of forty, this exhaustive search strategy is by no means computationally prohibitive.

Having found the lines of best fit, the slope of each of the three lines can then be examined to determine
if a fade has occured: we expect a flat first line, followed by a line with a negative slope of moderate
magnitude (corresponding to the transition region), followed by a final flat region. This method generally
determines the start and endpoints of the fade to an accuracy of within +- one frame, depending on the
motion characteristics of the shots involved.

We also examine the alpha curve for sudden discontinuities; if successive values differ by more than
0.7, we assume that a shot cut has occured.

3.5 Examples

Figure 1 shows a fast dissolve in a cricket sequence, and figure 2 shows the extracted alpha curves. It
can be seen that without either global motion compensation or reweighting local motion regions, fade
detection has failed. The fade is detected, however, when both compensation strategies are employed.

We encounter again the issue of selection of an appropriate window size; where the window is too
small, the flat areas corresponding to the unmixed shots will not be readily apparent, whereas with an
overlarge window, cumulative motion effects can be expected to degrade the quality of the curve greatly.
Furthermore, the slower the dissolve, the larger the window will be necessary. At present, a fixed window
size of forty frames is employed.

4 Results

We have applied the shot transition detection framework described in section 2 to a variety of test se-
guences, though at the time of description the algorithm is under continual refinement and elaboration.
The firstis a simple 'proof of concept’ sequence, referred to heNeas with 645 frames, 5 cuts, and 4

frames. For this sequence, we attempt to detect frame fades across regions even if the regions are already
known to contain a cut, and discard cuts that are subsequently found to be within fade regions. Here we
achieve 100% recall for both cuts and fades, and 100% precision for fades, with all fade start and end
points detected to within one frame of the observed values. However, two spurious shot cuts are detected,
bringing the cut detection precision down to 83.3%. These spurious shots correspond to sudden small
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Figure 1: A cricket sequence containing fast local and global motion on both sides of a fast dissolve. The
frames shown correspond with offsets 5, 10, 15, 20, 25, and 30 in figure 2.

5 ) 15 20 25 30 35 w0 h 5 10 15 20 25 30 35 a0
frame rame

(a) No local or global motion compensa-  (b) With local motion reweighting
tion

-0 L L L L L L L L 0. L L . L L L L L
5 10 15 20 25 30 35 0 5 10 15 20 25 30 35 a0
frame frame

(c) With global motion compensation (d) With global motion compensation
and residual reweighting (fade region
identified, between frames 19 and 30)

Figure 2: Alpha estimation across a fast dissolve with significant global and local motion. The dissolve
starts at frame 19 and ends at frame 27. The dotted lines show the region partitioning.
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differences from image to image in regions that are otherwise perfectly stable, so in a sense this kind of
failure is intrinsic to the algorithm as presented. However, these false alarms could easily and cheaply
be suppressed by imposing a minimum on the norm of the frame difference image, to insure that cuts are
only detected when changes are over a significant region of the image.

We also analysed a 14,000 frame video of cricket play. This sequence contains 62 cuts and 20 fades.
It is characterised by much fast global motion, including fast zooms, and quick crossfades, typically
over 6 to 10 frames. Here we achieve 92% recall and 86% precision in cut detection using the media
discontinuity scheme of section 2. Fades are identified with 70% recall and 80% precision. When we
take into account the detection of cuts via discontinuities in the alpha curve, we score 94% recall and
86% precision.

The accuracy of the results in analysing the cricket sequence suffer due to the motion characteristics
of the sequence. We expect that these results can be improved upon through improved global motion
estimation.
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Abstract

We describetools for automaticidentificationof diatomsby comparingtheir photographswith
otherphotograph@&nddrawings, via a model. Identificationof diatoms,i.e. assigninga new spec-
imento oneof the known specieshasapplicationsn mary disciplines,including ecology paleoe-
cology andforensicscience.The modelwe build representsife cycle andnaturalvariationof both
externalshapeandinternaltextureover multiple speciesandis basedn principal curves Themodel
is alsosuitablefor automaticallyproducingdrawingsof diatomsatany stageof theirlife cycle devel-
opment. Similar drawings aretraditionally usedfor diatomidentification,and encapsulateisually
salientdiatom features. In this article we describethe methodsusedto analysephotographsand
drawings,presenbur modelof diatomshapeandtexturevariation,andillustrateour approactwith a
collectionof drawings synthesisedrom our modelandderivedfrom examplephotographsFinally,
we presentheresultsof identificationexperimentausingphotographsinddrawings.

Keywords: Classificationautomaticdrawing synthesisprincipal curves diatoms.

1 Introduction

Diatomsareunicellularalgaewith a highly ornatesilica shellaroundeachspecimenTheshellcontains
two larger elementscalled valves, one on either side of the cell, which bearspecies-specifipatterns.
Identificationof diatoms,i.e. assigninga new specimerto oneof theknown specieshasapplicationsn
mary disciplinesjncludingecology paleoecologyndforensicscience Specimengareusuallyidentified
by highly trainedspecialistdy consideringdiatommorphologicalcharacteristicsincluding shapeand
texture,andcomparingthemto photograph&nddrawvings of previously identifiedspecimensThis task
is challengingdueto ahugenumberof diatomspeciessimilaritiesbetweerspeciesandlife cyclerelated
changesn shapeandtexture.

Recentlytherehave beenvariousefforts in quantitatve analysisof diatomshapevariation[2, 6, 7]. A
systemfor automatiddentificationof diatomspecimensn photographshasedon the silica shellshape,
sizeandpatterncharacteristicsyvasdevelopedin the ADIA C project[1]. We seekto extendsuchcapa-
bilities throughthe inclusionof biological dravings. Thereis a wealthof diatomspecimerdravingsin
thebiologicalliteratureaccumulateaver mary years.Thedravings containmainly the salientinforma-
tion requiredfor identificationandthusmay sene asmodelsof eachspeciesHence ncludingdigitised
drawingsin the systemand providing the ability to comparephotographsind dravings hassignificant
benefitsfor the biologicalcommunity

A differentissueis automatigoroductionof diatomdrawings. Diatomtypespecimensiretraditionally
definedin thetaxonomiditeratureusingdravingsand,althoughphotographfiare beenusedmuchmore
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oftenin the last 20 years,thereremaina significantnumberof generafor which dravings are more
appropriate Automatingthe productionof dravingswould beespeciallyusefulasit is atime consuming
anddifficult task(Figurel).

A\

Figurel: A photograplof adiatomvalve andadraving of a similar valve by a biologist.

In recentyears,the problemof finding a mappingbetweenphotographsind dravings cameto the
attentionof computervision andcomputergraphicscommunities.For example,A.Hertzmannret al. [4]
learnthe mappingthroughcorrespondencef low-level pixel statisticsin a draving anda photograph.
However, suchapproacheareunsuitableor thetaskat handdueto theirrequiremenfor anexactmatch
betweerthedravings andthe photographswhichis usuallynot availablein biologicalmaterials.

Our approachis to transformthe high-dimensionalmage spaceof both photographsand drawings
into alower-dimensionakpacewnhereonly relevantfeaturesarerepresentedWe thenusethis spacefor
the comparisorof differentspecimensswell asfor automatigoroductionof dravings.

In our researchwe go further by not only developing a systemcapableof identifying newv diatom
specimenshut alsoproducinga modeldescribingdife cycle relatedvariationin the shapeandpatternof
multiple diatomspeciesandsuitablefor synthesisingxampledrawings of the species.

In this articlewe presenmethoddor analysingdiatomshapeandtexture, producea modelrepresent-
ing variationof shapeandtexturein multiple diatomspeciesandillustrateour approactwith anumber
of drawingsgeneratedutomaticallyffrom themodelandoriginal photographsWe finish with presenting
theresultsof identificationexperiments.

2 External contour analysisand synthesis

Many diatomvalvesaresuficiently flat to give arepeatableiew in all photographsTraditionally when
analysingdiatomshapegdiatomistsperformedD contouranalysidn this view. However, dueto various
reasondt is notaneasytaskto extractthe contoursdrom photographsutomatically Overlappingdebris
and diffraction effects may make it hard to locatethe contour In the courseof ADIAC [1], several
sophisticatednethodsfor contourextractionhave beendeveloped. In this article we usethe extracted
contoursprovidedto usfrom the ADIA C project.

To representiiatomcontoursin acompactway we useFourierdescriptorsaswe explainin [5]. Thus
eachdiatom contouris representedvith a 200 elementvector consistingof 100 amplitudevaluesand
100correspondinghaseanglesobtainedrom Fourierdescriptorslt is possibleto reconstructheshape
of thediatomfrom thesevalues,aswe doin [5].

3 Textureanalysis

Our goal hereis to analysethe diatom silica shell patternsand representhemin a way suitablefor
synthesis.The variety of patternsoccurringin diatomsis very great. A completesystemwould needto
performa seriesof teststo detectthe type of patternandthenchoosea suitablesetof analyticaltools
to measureahe valuesof appropriatepatternparametersin theinitial systemreportedin this article we
restrictedourapproacho theanalysisof pennatadiatomspeciesith striaepatternsontheir shells;most
diatomsareof thiskind. Thestriaearetrans\erselines of poresbetweerthe ilicaribs comingout from
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the diatoms long axes(raphe-sternunor sternum).The patternormedby the striaearecharacterised
by frequeng andorientation.For simplicity, we modelstriaeasstraight,whichis agoodapproximation
in themajority of casesonsidered.

In ADIAC [1], Gaborwaveletswereusedto detectthe frequeng andorientationof the striaeandto
segmentthediatomshells.However, unlesghe patternorientationandfrequeng areknown beforehand,
or theirrangeis very limited, alarge bankof filters needgo be applied.In ADIA C, 28filters wereused,
coveringarangeof 4 differentorientationsand? differentfrequencies.

Fourieranalysisprovidesa moregeneralapproacho detectingthe frequeng andorientationof the
striaepatternsandis more suitablefor the purposegiven the rangeof possiblefrequenciesaandorien-
tations,thusit is our chosentool. We performan FFT within a sliding window of size48 x 48 at each
pixelinsidethediatomcontour This sizeensureshatatleast3 striaefit insidethewindow (atourimage
resolution)for robust detectionof patternorientationandfrequeng.

Ead =

\ L : \ A

Figure2: Fromleft to right top down: a photograptof a diatom,synthesisediraving, orientationmap,
frequeng map,enegy map(using48x48window), enegy map(using2x48window), centralpartbor
ders fitted splinestogethemwith control points.

For eachwindow we find the enegy valuescorrespondindo the Fourier coeficients. Thenwe set
to zerothe DC Fouriercomponentswell asthe valuescorrespondingo the frequenciesof 1 and1/2,
as we expect at leastthree striaein eachwindow. We also setto zero the valuescorrespondingo
almosthorizontalorientationsaswe do not expectto find striaein suchorientations.Finally, we find
the maximumamongthe remainingFFT enegy valuesto give the orientationandfrequeng. Thuswe
obtainthreemapsfrom therun of the FFT. Thefirst one containsthe striaeorientationvaluesfor each
pixel insidethe diatomcontour the secondcontainghe striaefrequenyg for eachpixel insidethediatom
contour andthe third map containsenegy values(FFT amplitude)for eachpixel inside the diatom
contour(Figure2). We usethesemapsat a laterstageto find the averagestriaeorientationandfrequeny
valuesin differentareasof a diatom.

Apart from knowing the striaeorientationand frequeng, we alsoneedto detectthe bordersof the
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centralareaof the diatomwith no striae(the sternumor raphe-sternum)The enegy mapgivesussome
ideaof wheretherearestriae.However, its bordersarehardto pinpointdueto thesizeof thesliding FFT
window. We performa secondwindowved FFT on the wholeimage,this time usinga window of size2
x 48, finding the largestpeaksin the Fourierdomainin the sameway asbefore. However, this time we
areonly interestedn the enegy map. We find the vertical bordersof the centralareaby traversingthe
enegy valuesin eachcolumnof the mapup anddown from the centre looking for thefirst valueabore
the threshold,which we setat threequartersof the averageenegy value over the whole enegy map.
Finally, wefit a setof cubicsplinesinto thetop andbottombordersthusdescribingeachborderwith 19
splinecontrol points.

To obtainparametewvaluescharacterisinghetexture,we split theinsideof thediatomcontourinto 12
parts,6 above the sternumand6 belov. Thebordersof the partsaredeterminedy splitting the curves
approximatinghetop andthe bottombordersof the centraldiatomareainto equallengths.We find the
averageorientationand frequeng inside eachof thesepartsasthe weightedaverageof all orientation
andfrequeng values wheretheweightsarethe correspondingnegy values.

Theinternal patternof eachdiatomis describedusinga 100 elementvector where76 elementsare
the coordinate®f the 38 controlpointsandanother24 valuesareorientationandfrequeng values.

In conclusionwe would like to point out thatthe methodpresentedborve is suitablefor the analysis
of diatomsrepresenteth both photographi@anddrawing form.

4 Texturesynthesis

To draw theinternalstructureof the diatom,we draw linesrepresentinghe striaebetweerthe external
contourandthe sternumborders. This is doneusing the averageorientationand frequeng valuesin
severalareasnsidethe diatomcontour

To modelor mimic actualvalvessatisfctorily, the requirementdgor the generatedtriaearethatthey
shouldhave theappropriateorientationandfrequenyg values,andshouldbecontinuousacrosseacharea
of differentorientationandfrequeng. For example,if two striaedivergetoo farfrom eachother another
striashouldappeatin betweenpr if they converge, eventuallythey shouldeithermeige or oneof them
shoulddisappear

In our synthesisalgorithm we attemptto follow the way it is believed the diatom shell is formed
naturally[9]. The striaeareformedgradually the onesnearthe centreof the diatomstartgrowing first
andmay be partially completedby the time the striaefurther away from the centrestartforming. We
attemptto modelthis processn our iterative synthesisalgorithmoutlinedbelow.

1. Startingatthe centreof thetop sternumborder goingout towardstheright endof thediatomadd
onemore pixel to the length of all existing striae,keepingall striaeof orientationsappropriate
to the areasof the diatomthey are locatedin, checkingthat they have not reachedthe diatom
contouryet andthatthey arenot too close(lessthanhalf of the striaespacingappropriateo the
correspondingareaof diatom)or too far (more thantwice the striae spacingappropriateto the
correspondingreaof diatom)from thenearesstriaontheleft. Thethresholdvaluesfor the striae
spacingwerederived experimentallyto imitatethe underlyingnaturalprocesses.

2. If thestriaontheleft is too closeto the currentstria, or the currentstria hasreachedhe external
contour thenthe currentstriabecomescompleted”,andin thatcaseno morepixelsareaddedto
it in thefuture.

3. If the striaon the left is too far away, then anotherstria is insertedbetweenthe two that have
divergedtoofar.

4. After we have consideredll existing striaeontheright from the centre andif we have notreached
the contourof the diatom,we addonemorestriato theright of the rightmoststria at the distance
appropriatdor thearea.
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Figure3: Photographanddravings generatediutomaticallyfrom the photograph®f 13 species.The
speciesarein the following order: CaloneisamphisbaenaCymbellahybrida, Cymbellasubaequalis,
Gomphonemaugur Gomphonemaninutum, Gomphonemaspeciesl, Navicula capitata, Navicula
menisculusNavicularadiosa, Navicula constans Navicularhyndocephala,Naviculaviridula, Sell-
aphoia bacillum. Pleasenotethattheoriginalimagesarevery highresolutionandcontainhighfrequeng
informationwhich may not be adequatelyrintedor displayedon somedevices.
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5. Repeatll theabove stepsuntil all the striaeare“completed”.

6. Repeatll theabove stepsor theotherthreequartersof thediatomstartingat the centreandgoing
outtowardsthe endsof the diatomalongthetop or bottomof the sternum.

5 A model of shape and texture

Previously [5], we presentec modelof shapevariationduringthelife cycle of seseraldiatomspecies.
The modelwasbasedon a collectionof principal curves, whereeachcurve modelledthe growth tra-
jectory of a diatom species. Individual shapevariationswithin speciesare definedin the dimensions
orthogonalo theprincipalcurve.

Principalcurveswerefirst definedby HastieandStuetzlg3]. Intuitively, aprincipalcurveis asmooth
curve passinghroughthe “middle” of a datadistribution. Principalcurvesareestimatedecursvely for
a givendataset. In practicethe curvesare approximatedvith a numberof knotsandlinear sgments
connectinghem.

We have now extendedour earlier model basedon diatom contoursto representdiatomtexture as
well. Prior to modelling the diatom shapeand texture data (the setof parametewaluesdescribedn
Sections2 and 3, for all specimendrom all species)we normalisethe datato have zero meanand
standardieviation of one.We find mainmodesof variationin the dataof all speciegshroughPCA. Then
we modelthelife cycle shapeandinternaltexture variationin eachspeciesisingaprincipal curve going
throughthe middle of the correspondinglataset. This approachallows usto extendthemodelto include
anew speciesasily whichis moredifficult for a decision-basediatomidentificationmethod[1].

6 Experiments

6.1 Diatom analysisand automatic drawing generation

Our testdataincludesover 300 photograph®f 13 differentspeciesnamely Naviculaconstans Sell-
aphom bacillum, NavicularhyncocephalaGomphonemaugur Cymbellahybrida, Cymbellasubae-
gualis, Naviculacapitata, CaloneisamphisbaenalNaviculamenisculusGomphonemaninutum,Gom-
phonemaspeciesl, Navicularadiosa,Naviculaviridula (examplesare shavn in Figure 3). We used
theseto producedrawings directly from eachphotograph. The quality of the produceddrawvings de-
gradedgracefullywith decreasingjuality of the original photographs.Pleasenote, that dueto the re-
ducedsizeof the photographsit maybe difficult to seethe striaeorientationandfrequeng of Caloneis
amphisbaenan Figure3.

6.2 Buildingamodel and reconstructing drawings from the model

For this experiment,we selectedhe bestquality photographslescribedn the previous sectionto make
surethat the modelsproducedwere reliable and did not containary errorsfrom the analysisstage.
The numberof the specimensn eachspeciesetrangedfrom 5 for GomphonemaugurandNavicula
radiosato 20for Gomphonemaninutum giving atotal of 178 specimensPriorto usingprincipalcurves
to modelthe diatomshapedata,we normalisedhe dataandthenfound the main modesof variationin
the datasetof all specieghroughPCA, asdescribedcarlier

We built amodelof diatomshapelengthandinternaltexturevariationoverthelife cyclesof theabove
13 speciedy fitting anindividual principal curve to eachof the available 13 datasets(Figure6.2).

In Figure5 we synthesisahe drawvings of diatomsfrom the principal curve nodesdepictingthe di-
atomsat differentstagesn their life cycle. Notethattheremaybeno correspondingphotograptfor that
stage- herethedravingsaregeneratedolely from the model,not directly from a photograph.
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Figure4: Principalcurvesandthe datausedfor their training, projectedinto the spaceof threelargest
eigervectors.Differentspeciesarerepresentedith differentsymbols.

I RN )

Figure5: Someof the Gomphonemaninutumphotographsisedfor traininga principal curve anddraw-
ingsgeneratecdutomaticallyfrom the principal curve at otherstageof thelife cycle.

6.3 Identifying diatomsfrom photographs and drawings using our model

Thefirst experimentconsistedf identifying diatomswhoseimageswerenot usedfor constructinghe
model.For this experimentwe usedthe standardleave oneout” approachwherethe modelwastrained
on all the specimenspartfrom oneandtheremainingspecimerwasidentifiedusingthetrainedmodel.
We repeatedhe experimentomitting eachspecimerout of thetotal 178 usedin Section6.2. We com-
paredtheidentificationaccurag betweera modeltrainedon the diatomshapeandlengthdata,a model
trainedon thetexture dataonly, anda modeltrainedon shapetexture andlengthdata.

Theerrorratewhenusingthe externalcontourandlengthdatawas19.66%.For the texture dataonly,
the errorratewas6.18%. Using shapetexture andlengthdatathe errorratedecreasetb 3.37%,which
is a significantimprovementto using either contouror texture dataalone,andis similar to the error
rateachiaved in the ADIA C projectin similar experiments.However, the datasetusedin the ADIAC
includeda largernumberof speciessomeof which hadnon-striagpatterns.

We usedsereral other standarcdclassificationmethodson the samedatasetin leave-one-outexper
imentsfor comparisorwith our model. Using a supportvector machine(SVM), developedby Ryan
Rifkin at MIT’ s Centerfor Biological and Computationalearningwith a linearkernelgave usa clas-
sificationerror rate of 6.18%on the normaliseddata,anda 19.1%error rate was achieved using OC1
decisiontreeapproach8] ontheraw datawithout prior normalisation.

To identify a diatomin a drawving we usedthe sameprocedureasfor the photographsWe obtained
parametevaluesby imageanalysisof sevendravingsof sevendifferentdiatomspecieslsorepresented
in theabove photograptset. Fourdravingswereidentifiedcorrectly In thetwo outof threemisidentified
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drawings, the striaefrequeny wasfoundto be doublethe real valuedueto the artistic techniqueused
in the drawings. After we manuallycorrectedthe frequeng valuesfor thesedravings, one morewas
identifiedcorrectly

7 Evaluation and future work

We have presente@d meansf modellingshapelengthandtexture variationin multiple diatomspecies.
Themodelis built from dataautomaticallyextractedfrom photographsandis basedon diatomfeatures
which arepresenin both photographsinddravingsandusedfor diatomidentification.

The modelis suitablefor identificationof previously unseerdiatomsrepresenteth photographior
drawing form. It is alsosuitablefor reconstructinglravings of diatomsat ary stagef theirlife cycles,
includingthosenot explicitly representeth theoriginaltrainingset.

We have presentediravings producedby our methodsandthe resultsof identificationexperiments.
Identificationexperimentsachieved a similar accuray to thoseresultingfrom the ADIA C project;how-
ever, ADIA C datasetwaslargerandincludedsomediatomswith non-striagpatterns.

Currently biologistsare working on applying the systempresentedo classificationproblemsin a
biologicalcontext (taxonomy).
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Abstract

This paper presents a new algorithm for synthesising image texture. Texture synthesis is an im-
portant process in image post-production. The best previous approaches have used non-parametric
methods for synthesising texture. Unfortunately, these methods generally suffer from high computa-
tional cost and difficulty in handling scale in the synthesis process. This paper introduces a new idea
of using wavelet decomposition as a basis for non-parametric texture synthesis. The results show an
order of magnitude improvement in computational speed and a better approximation of the dominant
scale in the synthesised texture.

Keywords: Texture Synthesis, Complex Wavelet Transform, Image Processing, Non-parametric Im-
age Modeling.

e e

b R TR

= il J e Al ’(‘L_

R TN

s e Ee ;o‘:s

B A
GEERE B,
D7 T e e
ot R
-~ B A g g

Figure 1: Texture synthesis: Given an example texture I, as an input (left), the algorithm aims to reproduce new
texture I, (right).

1 Introduction

The problem of texture synthesis has been an active research topic in recent years [5, 4, 15, 10]. Given
an example of texture as a small subimage, the idea is to create a much larger image by synthesising
more texture. Figure 1 shows on the left a typical example image or “seed” of size 128 x 128 and on
the right is the synthesised image of size 256 x 256 created by surrounding this “seed” with new texture.
This kind of operation is often required in the post-production of digital images when a large area is
to be covered with texture that looks like some smaller example. Picture editing often requires filling
of missing information and texture synthesis processes like these can fill such holes with reasonable
material.

The essential idea is to somehow estimate the p.d.f. of the image intensity /(x), denoted by P(I(x))
at a pixel site x = (7, 7). The process of texture synthesis is then a matter of drawing a random sample
from that distribution. What makes this difficult is estimating P(I(x)). Two different approaches have
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emerged. Parametric techniques attempt to model P(I(x)) with some definable process. Heeger and
Berger [6] analyse texture using histograms of filter responses at multiple scales and orientations. Portilla
and Simoncelli [11] improve on this idea by matching pairwise statistics across different scales and
orientations. Kokaram [10] uses an autoregressive model when synthesising texture. All of these methods
work well on simple textures but fail for more structured textures [11]. Non-parametric approaches
rather, attempt simply to measure the p.d.f. from the image. The visual quality of the generated textures
will be influenced primarily by the accuracy of the model, while the efficiency of the sampling procedure
will be directly related to the computational expense [15]. Because of the wide variability in image
behavior non-parametric approaches have achieved by far the more visibly pleasing results [5, 15, 1, 14,
2].

Most of the non-parametric methods rely on an idea introduced by Efros and Leung in 1999 [5]. Their
approach was based on empirical measurement of the p.d.f. of a pixel using neighbourhood similarity.
This method assumes texture can be modeled by a Markov Random Field (MRF), i.e. the intensity value
for a pixel given the intensities of its spatial neighbourhood is independent of the rest of the image.
The p.d.f. P(I(x)) is then sampled and the newly assigned pixel is assigned to the synthesised image.
This algorithm generates impressive results and works well on a large range of textures. However,
computational cost is high because an entire search of the sample image is necessary for each of the
pixels to be synthesised. In addition, the success of the algorithm is dependent on the correct choice of
neighbourhood size. This user defined parameter controls the randomness of the texture to be generated.

Ashikhmin [1], Bornard [2] and Pei et al. [14] address the computational burden of the Efros algorithm
by introducing coherent searching into the synthesis procedure. This speeds up the synthesis process by
eliminating the need to search every possible neighbourhood in the sample image. Wei and Levoy [15]
develop the algorithm further to include multi-resolution synthesis. They use Gaussian pyramids to
represent the texture and transform a random noise sample to resemble the sample texture at different
levels of the Guassian pyramid. This method works well on stochastic (random) textures but is not
suitable for deterministic (structured) textures [4].

In order to explore the problems of scale and computational load associated with non-parametric
methods, we have introduced the novel idea of using the complex wavelet transform as a basis for non-
parametric texture synthesis. The introduction of the wavelet decomposition into the synthesis procedure
has two advantages. Firstly, it facilitates the measurement of texture statistics at particular scales. Unlike
previous methods, who use scale information as a control [15], we directly synthesise texture at these
different scales. This allows us to exploit the dominant frequencies present in the texture image. The
second advantage of our method is the reduction in computational load. By synthesising texture at coarser
scales, the original information is represented by fewer pixels. Large features which were present at a fine
scale, are now much smaller and can be represented by smaller neighbourhoods. Synthesising texture at
these coarser scales is much more computationally efficient than synthesising texture at a fine scale. This
is due to the reduction in size of the image to be synthesised (sub image of original image). In addition,
because large features can be represented by smaller neighbourhoods, the neighbourhood size is reduced
considerably thus improving computational cost further.

The following sections outline the single resolution non-parametric algorithm and illustrate how
wavelet decomposition may be used as a basis for this non-parametric texture synthesis. A comparison
is given between our proposed method and the best previous approaches. This comparison is based on
computational load as well as visual texture results. Finally, advantages and limitations of our algorithm
are presented.

2 Single Resolution Texture Synthesis

Let X represent the image grid of size M x N to be synthesised and I. be the sample input image of
size m x n specified on the smaller grid X.. The algorithm assumes that I is large enough to capture the
statistics of the underlying infinite texture. Let p € X be a pixel to be synthesised and w(p) be the spatial
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neighbourhood of pixels surrounding p with width w. To synthesise a value for p an approximation to
the conditional probability distribution P(p|w(p)) is constructed and then sampled. The approximation
is built by directly identifying all patches in the sample image that are perceptually similar in some way
to the existing neighbourhood around the pixel to be synthesised. The pixels at the centre of these similar
patches then represent an empirical measurement of the p.d.f. required.

Let d(w(p1),w(p2)) denote the perceptual distance between two neighbourhoods or patches centred
at locations p; and p». d is defined to be the sum of squared intensity differences. The best matching
patch wys: N the sample image, is first found, wpes: = argmingex . d(w(p),x). All example image
patches w with d(w(p),w)) < (1 + €)d(w(p), wpest) are included in the set Q(p). In this application
e = 0.1. The centre pixel values of patches in 2(p) gives a histogram for p which can then be used to
obtain a sample numerically. To preserve the local structure of the texture, the error for pixels near the
centre of the neighbourhood i.e. that corresponding to p, is larger than that for pixels close to the edge of
the neighbourhood. This is achieved by weighting the distance measure d(-,-) with a two-dimensional
Gaussian Kernel. A kernel with variance w /6.4 is used.

In practice it is sensible to visit pixels in the synthesised image in an order specified by the number
of known spatial neighbours. The algorithm initially seeks out pixel p € I with the most known spatial
neighbours. As some of the spatial neighbours of p are unknown, the distance measure is modified to
match only the known values in w(p). This error is then normalised by the total number of known pixels
when computing the conditional p.d.f. for p. Figure 2 illustrates an overview of this searching procedure.

Figure 2. For each unknown pixel p in the synthesised image I, (right) the algorithm searches all possible
neighbourhoods in the sample image .. (left) for a neighbourhood similar to that of the pixel p. It then randomly
chooses a matching neighbourhood and takes its centre to be the newly synthesised pixel.

Problems with boundary conditions are avoided by either treating the boundaries toroidally or padding
with zeros. Here all boundaries were padded with zeros. The above algorithm generates impressive
results on a wide variety of textures. However, searching the entire sample image for each pixel is
computationally expensive and slows the algorithm considerably. A breakdown of the computational
cost is given in section 3.2. In addition, the user defined neighbourhood width is critical to successful
texture synthesis. To address these problems and also demonstrate the power of wavelets, the complex
wavelet transform has been incorporated into the synthesis process.

3 Synthesising Texture using the Complex Wavelet Transform

The Dual Tree Complex Wavelet Transform (DT-CWT) originally proposed by Kingsbury has received
much interest in image processing applications recently [8, 9, 13, 3, 7]. It builds upon the orthogonal
Discrete Wavelet transform (DWT) and addresses some of its limitations such as, lack of shift invariance
and poor directional selectivity [9]. The DT-CWT uses a dual tree of wavelet features that are assigned as
real and imaginary components of complex wavelet coefficients. A full explanation of how the wavelet
transform operates is beyond the scope of this paper but the interested reader is directed towards [9, 12]
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for some supplementary material. As an outline however, the biorthogonal 2D DWT produces three band
pass sub images at each level of the transform. These correspond to the lo-hi, hi-hi, hi-lo. The lo-lo sub
image is passed onto the next level of the transformation. It is found that with real images, most of the
significant information is contained within the first and second quadrants of the spectrum [13]. The 2D
DT-CWT exploits this by producing three band pass sub images in each of the spectral quadrants 1 and
2. This gives a total of six band pass images with complex coefficients at each level. These images are
strongly oriented at angles of +£15°, +45° +75°. Figure 3 shows the complex wavelet decomposition
of an image containing a single bright circle. The sub band and lowpass images for the first level of
decomposition are shown. The figure illustrates the directional sensitivity of the transform since different
bands emphasise different parts of the circle contour. The DT-CWT gives a 4.1 redundancy for 2D
images,. In a sense it is this redundancy that allows both shift invariance and good directional sensitivity.

Input Image Lowpass 75 degrees 45 degrees

15 degrees —15 degrees —45 degrees —75 degrees

Figure 3: Illustration of sub image produced using DT-CWT. Figure shows input image (top left), lowpass image
(top middle) and the bandpass images.

3.1 Algorithm

Given the initial sample image I. of size n x m and the required output size N x M of the image to be
synthesised I, the algorithm proceeds as follows.

e The n level complex wavelet transform is performed on the example image I.. Using the initial
dimensions of the image to be synthesised I, the dimensions of each of the sub band images and
the final lowpass image are calculated. A sample of I. is placed at the centre of each of the sub
images of ;. The size of the sample used should be consistent among the levels, i.e. at level n
the seed should be half that used at level n — 1. This is because of sub sampling in the wavelet
transform. This sample is then surrounded by negative ones to indicate wavelet coefficients values
to be synthesised.

e At the highest level, which is the coarsest level in terms of detail, the Efros searching algorithm
given in section 2 is used to synthesise unknown wavelet coefficients in each of the six sub band
images. In order to account for the correlation among sub band images and to maintain the effi-
ciency of the algorithm, each of these images are searched coherently. That is, the same wavelet
coefficient coordinate in each image is synthesised in parallel. Neighbourhoods from the six sub
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band images and with the same centre coordinates are represented by a vector. The distance be-
tween two neighbourhoods is then given by the difference in magnitude between the two vectors
representing them.

e Once the chosen wavelet coefficient has been selected from the sample image I., the six sub
band images at the highest level are updated. Wavelet coefficients on the levels below follow
the movement at the top level. This relationship is shown in Figure 3.1. That is, the wavelet
coefficient at position (4, ;) at level n corresponds to coefficients (21, 25), (2i — 1, 25), (2¢,25 — 1)
and (26 — 1,25 — 1).

e This process is repeated for all unknown wavelet coefficients at the highest level. Once all of
the wavelet coefficients have been generated, the synthesised image is inverse transformed to give
an image that should resemble that of the sample texture. Note that, in order to avoid problems
with boundary conditions, it is necessary to pad each sub image with zeros before performing the
algorithm. This padding should be removed prior to inverse transform.

The above steps are based on generating grayscale images. To synthesise colour textures, first trans-
form the image from the rgb colour space to the yuwv colour space. Perform synthesis on the y (lumi-
nance) component and then propagate relevant coordinates to « and v components.

) o D
Level n ® P
______ 2i-1, 2j»1);'(2i, 2j-1)
Level n-1 ° .E e
® o0 0 ®. e
ee o e @i-1, 2)) " (2i, 2))
® e
/
Levelno/ ® ® ® oo oo o
o000 0 0 0.
®©o®o o000 0o
®®©® 00000
oo o0o0oo0o00o0
o000 0®0O®O®EO®
®oceo0oe0o0o0o
oo e0o00000

Figure 4: Simplified sub image of the DT-CWT showing the relationship between the wavelet coefficients across
the different levels.

3.2 Computational Load

In order to demonstrate the advantages of our algorithm in terms of computational cost we have compared
it against the original Efros algorithm [5]. Given a sample image I. of size m x n and the image to be
synthesised I, of size M x N. Let p € I, be a pixel to be synthesised and let w be the width of the
neighbourhood of the square spatial neighbourhood surrounding p. For each pixel to be synthesised in
I, the algorithm needs to search up to nm locations. At each of those locations, 4w? operations need
to be performed to calculate the weighted sum squared difference. This is 4nmw? operations in total
for each searched site. Therefore to generate I, of size M x N the algorithm will have to perform
4N Mnmaw? operations.

In comparison, the algorithm proposed in this paper synthesises texture at the third level of the com-
plex wavelet transform. At this level the dimensions of the sample image are nm/16 and the image to
be synthesised are N M /16. Since all the six sub images at this level must be searched, the total number
of operations is given as NM /16 x nm/16 x 4w? x 6. Here w; is the neighboiurhood size for this pro-
cess and is typically smaller than that needed for the Efros algorithm. The load for the CWT is roughly
80N M and is negligible in comparison to the overall load. Therefore the overall computational load of
the new CWT algorithm is given by N Mmnw?/10. This shows that the new algorithm is faster than the
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original Efros algorithm by a factor 40w? /w?. For the experiments shown in this paper w = 11, wy = 5
yielding an improvement of a factor of about 200.

Using a simple Matlab implementation for a grayscale image on a 2.4 GHz P4 PC, the CWT algorithm
can generate a 256 x 256 image from a sample texture measuring 128 x 128 in approximately 60 seconds.
For a colour image, this process takes just over 80 seconds.

4 Results

Synthesised images generated by the wavelet synthesis algorithm are shown in Figures 5 and 6. In order
to demonstrate the effectiveness of the algorithm, it was tested on a wide range of different textures. A
visual comparison of the results obtained using other approaches was also carried out. Some of these
results are shown in Figure 6. In each case the sample image measured 128 x 128 pixels and the syn-
thesised image measured 256 x 256 pixels. When using complex wavelets, it is optimal to use image
sizes that are powers of 2. Texture synthesis was carried out at level 3 of the complex wavelet with a
neighbourhood size of 5 x 5 pixels.

As can be seen from Figure 6, the wavelet texture synthesis algorithm compares well against results
obtained using the Wei and Levoy [15] and Efros and Leung [5] methods. The Wei and Levoy algorithm
is similar to the method proposed here in that it is based on multiresolution synthesis. In their case they
use Gaussian pyramids to separate the image into various frequency bands. When synthesising a pixel
they begin initially at the top level and work their way down the pyramid. The neighbourhood of each
pixel incorporates those pixels situated a level above on the pyramid. This allows for correlation among
the sub images. However, it implies that the neighbourhood size is large, thus slowing down the process.
Their tree vectorisation overcomes this but synthesising the entire Gaussian pyramid one pixel at a time
is still computationally expensive.

The synthesised text in Figure 5 shows the impact of scale in texture synthesis. Because the algorithm
synthesises at level 3 of the complex wavelet transform, whole words are synthesised rather than letters.
This clearly demonstrates the effect of scale. At high levels of the transform, large features (words) are
represented by fewer pixels. By synthesising texture at this level, words rather than individual letters are
generated. Because the Efros method synthesises on a fine scale it will grow letters rather than words.
That is, it grows the texture rather than the individual text.

Visually the textures generated using our CWT method compare well against the sample texture.
However, following close inspection, there is some blurring present in the synthesised texture. This is
more perceivable in sharp textures than others, e.g. the text. This problem is due to using the coarse level
synthesis to direct the synthesis of the other levels, thus the detail at the finer levels is not refined. In
addition, if the original sample image is compressed then these compression articfacts will be propagated
in the synthesised image thus leading to more visual errors. Resolving this problem is the direction of
current work.

5 Final Comments

In this paper a new texture synthesis algorithm was introduced. Given an initial sample image, the
algorithm generates new texture using a simple searching process and which incorporates the Dual Tree
Complex Wavelet Transform (DT-CWT). Results show that the algorithm works well on a wide variety
of textures and has the advantage of reduced computational cost. By exploiting the properties of the
DT-CWT, the algorithm also addresses some the problems of scale and correct neighbourhood size.
Future work involves addressing some of the blurring problems associated with the output results. This
will involve refining the pixel choice rather than just copying and adjusting the coordinates from those
attained at the highest level.
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synthesised image. Textures were synthesised on the third level of the transform.
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NARROW BRANCH PRESERVATION IN
MORPHOLOGICALRECONSTRUCTION
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Abstract

We present a morphological approach to the reconstrucfifinebranching structures in three
dimensional data, developed from the basic procedurescofstruction by dilation. We address a
number of closely related questions arising from this retmction goal, including issues of struc-
turing element size and shape, noise propagation, iteggtpbaches, and the relationship between
geodesic and conditional dilation. We investigate andsasste effect and importance of these con-
siderations in the context of the overall reconstructioocpss, and examine the effectiveness of the
approach in addressing the task of reconstructing narrawdbrfeatures in noisy data.

Keywords: Mathematical morphology, Reconstruction by dilation, S ructuring element, Geodesic
dilation, Conditional dilation

1 Introduction

The classical reconstruction by dilation procedure [8, 10] is an effeetnd much utilised image pro-
cessing tool applied extensively in the segmentation and classification of@osgenes [1, 2, 4, 6].
Seeded regions are retained while neighbouring unseeded regiatteargated to the intensity level of
the surrounding background data. The approach yields excellesttsr@sisolating compact regions in
noisy data. However when the regions of interest include fine branskrnctures the approach performs
less well, especially in the presence of noise. This behaviour is due toddegje growth properties at
the heart of the definition of reconstruction by dilation. The geodesic digtidrich constitute a recon-
struction by dilation guarantee that there exists a connected, strictly uphidir(its of pixel intensity)
path from each sample point to one of the original set of seed points whiigtiéd the procedure. This
property is what achieves the suppression of non-seeded high intesgiins.

The difficulty arises when a narrow element is encountered in a seedith.reAny signal drop-
off along the narrow branch (due to noise or transitory signal redyctian result in an undesirable
attenuation of the intensity level along the entire remainder of the branch lemgth is not an issue
in the reconstruction of more compact regions as there will exist some lcoegdigh intensity path to
carry the signal past the blockage. As the features in the region to besteected become more and
more narrow the chances of encountering a signal drop-off whicmoaibe negotiated at the higher
signal intensity level increase. In the case of fine branches, wheteghéntensity path is only one or
two pixels wide the likelihood of undesirable signal suppression beconesrex, leading to incomplete
reconstruction of the desired objects.

In order to counter this difficulty we propose a hon-geodesic extensibie treconstruction by dilation
procedure aimed at bridging small gaps in the high intensity path while stillte#écsuppressing the
signal intensity in neighbouring regions. The approach has the addities@ble property of preserving
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more fully the textural information in the reconstructed regions and sugipgeshe stepped contour
effects which otherwise often manifest. These properties can be behefiterms of both the analysis
and visualisation of the processed data.

The motivation for this work stems from a project whose aim is the segmentdtadwrtal system
called the biliary tree from a class of medical MRI scans of the abdomenki§ere 1 for a maximum
intensity projection (MIP) rendering of the three dimensional data fromsoch MRI scan. The ductal
tree is clearly visible along with a number of occluding high intensity structutg@shmwve wish to
suppress. Successful isolation of the finer branches towards tipbg@grof the tree is highly dependant
on suppression of the high intensity proximal structures in the scene.

Figure 1: lllustration of the ductal tree whose segmentation is the ultimate goajhteiring high
intensity structures complicate the task.

2 Method

2.1 Morphological dilation operators

We first review the definitions of and the differences between dilatiorgitional dilation, and geodesic
dilation in greyscale data [7, 8]. Standard greyscale morphological dilatihis achieved where each
sample point in the output is set equal to the maximum of it's own input intensity aaid the values of
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all sample points within a given neighbourhood in the source:
M = Vp:DeVq: Na(p)e (q — maz(p,q)) 1)

whereD is the image domain an&f signifies the ‘size’ of the dilation, represented in terms\ef, the
set of neighbouring samples constituting the structuring element to be apptieel dilation. Thus we
can say, for all sample poingsin the domain, for all sample pointsin the neighbourhood ag#, the
output atg becomes the larger gfandg.

Conditional 65(N)) and geodesic&éN)) dilations are then easily defined in terms of standard dilation
as shown in Egs. 2 and 3 respectively, wh€reepresents the conditioning dataset, which must share the
same domain ak, andA is the point-wise minimum operator.

oM = sMrac 2)
s =2 sOIAC.. N times 3)

Thus we can see that while in conditional dilation the point-wise minimum is appligdance
after dilation to the full extent specified has been achieved, in geodesiiouilais applied after each
application of the fundamental dilation operator, with the two steps beingtezptiee necessary number
of times. By applying the minimum at each iteration the procedure limits the growtle afifited areas
S0 as to avoid jumping over low intensity background regions in the conditionagk and growing into
unseeded neighbouring high intensity regions.

This behaviour is illustrated in Figure 2, where fig2c shows the standacbiditional) dilation
iterated until stability, which results in the entire domain arriving at the intensigl leivthe brightest
sample point present in the marker (fig2a). Fig2d illustrates that the onéyelifite between conditional
dilation iterated until stability and the conditioning mask used to generate it, (fig2bat all sample
points in the mask of a higher intensity than the highest intensity sample point in tkemhave been
capped at that maximum marker intensity level. Lastly fig2e shows geodediomilaterated until
stability, of marker fig2a conditioned on mask fig2b, (the definition of rettaoon by dilation). The
seeded region is retained while neighbouring regions are suppressed.

(a) Marker (b) Mask (c) Unconditional (d) Conditional (e) Geodesic

Figure 2: A comparison of standard, conditional, and geodesic dilatiog asielementary two dimen-
sional, eight connected structuring element, iterated until stability.

2.2 Hybrid reconstruction

As the caption in Figure 2 states the structuring element used in this example lisnzentary two
dimensional, eight connected structuring element. If the extents of the singcelement used in the
dilation process reach beyond the innermost shell of sample points sdimguthe origin the filter is
no longer geodesic and cannot be used to perform reconstructioifabgrdin the strictest sense of its
definition. The procedure would amount to the application of more than oneeatary dilation for
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each application of the minimum operator (see Eg. 4). The manipulation ofwsingelements is an
important topic in this field [3, 5, 9], and proves valuable in the developnfemirgprocedure here.

52(]\77")] = §MIAC... N times )

This hybrid reconstruction of Eq. 4 has the potential to achieve the balraviich we wish to utilise
in our reconstruction approach, as it will allow the dilation to extend beyomallgegions of intensity
dropout, without breaching the more extensive low intensity valleys betdiseannected neighbouring
regions. The more dilations applied per application of the point-wise minimunatgpethe wider the
gaps which the reconstruction can cross. Thus we can see that tlgseaefamily of reconstructions
for any given starting data, where the optimal solution can be chosen in térhtsv much physical
separation exists at the point of closest proximity between seeded apeldeasregions in the data. So
long as this measure allows sufficient scope to bridge the gaps in the finehbtamponents of the
seeded regions, the reconstruction gaol can be successfully athieve

2.3 Experimental procedure

We applied our approach to the isolation of a network of fine ducts in volunregdical imaging data
used to assess a region of the body in and around the liver. This netvadidd the biliary tree, collects
bile produced in the liver, and delivers it to the small intestine where it is ustte digestive process.
Figure 3 shows an example of one of the volumetric datasets under examirthédhree dimensional
data has been rendered in maximum intensity projection to illustrate the vargpoisg®isible, including
the biliary tree which we wish to isolate and other structures which are to Ipeesged. Note the many
constrictions and signal voids visible in the branches of the tree. The ultimateogthis work is to
assist the radiologist in assessing the condition and operation of this datiairk. To this end we wish
to achieve a clear and unobstructed reconstruction of the tree in ordwmilitafe its easy and effective
examination and assessment.

We applied both standard reconstruction by dilation using 6, 18, and 2@ctad structuring elements
(the three fundamental three dimensional structuring elements leading tesiecetonstructions), and
we also applied a series of reconstructions utilising larger structuring eteménese larger elements
were constructed so as to achieve approximately isometric reconstructtbie aon-isometric volume
data which we are analysing. The data is isometric intlaady directions, with voxel dimensions of
approximately 1.3mm each way, but in thalirection the voxel dimensions increase to 4.0mm. Thus
in order to achieve dilation more consistently in all directions an anisotropicofiel\terms) approach
was preferred, so as to compensate for the non-cubic nature of theVilatibbund this to be the most
effective approach, maximising the amount of unconstrained dilation wid osa between applications
of the minimum operator before the procedure starts to include unwantetusésiin the reconstruction.

3 Realts

We processed a number of datasets using both traditional geodesistractian by dilation and our
hybrid reconstruction approach applied at varying strengths, aresses$ the reconstruction results
achieved in each case. Figure 4 illustrates the superior intensity présemaaracteristics of the hybrid
reconstruction approach in the processing of objects of interest whitindia fine branching features.
The level of retention achieved increases with the strength of the hylwatsguction applied.

We applied the series of reconstructions and then measured the degremsity suppression in the
neighbouring unseeded regions and at the extreme ends of a numlrgeobtanches of varying widths
within the seeded regions. Figure 4 shows the variations in signal dfaisérved at two different
levels of our hybrid reconstruction, along with standard reconstruciatilation. In this way we were
able to demonstrate the enhanced level of reconstruction achieved usjacaldsotropic structuring
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Figure 3: Maximum intensity projection of one of the datasets examined in the dé&mdonstrating the
biliary tree along with numerous unwanted high intensity regions.
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(a) Original (b) Geodesic (c) 38 Anisotropic (d) 54 Anisotropic

Figure 4: Two sections through a volume dataset showing branch tipsiatisdevels of reconstruc-
tion demonstrating both fine and course branches: a) original unfiltextad lo) 6-connected geodesic
reconstruction by dilation, c) reconstruction using an anisotropic 38 elestreicturing element, d) re-
construction using an anisotropic 54 element structuring element

elements. Eventually as the size is increased beyond the optimal, the signsitynitemeighbouring
regions begins to pick up until in the extreme the reconstruction approximatesithinal unfiltered
data, with only the highest intensity peaks in the data being reduced to thetatiel highest intensity
sample points present in the original seed data.

In Figure 5 we can in addition observe the enhanced texture retentioarpespof our hybrid recon-
struction approach, where the second row of images achieved usiitgptradreconstruction by dilation
demonstrate excessive smoothing and the introduction of sharp graduatibim the reconstructed tree,
while the images on row three show superior preservation of the fine detaithe original data (shown
on the top row). This can be of particular importance for the accurate istatfpn of the final data by
the radiologist.

We also observed the role that noise in the data plays in propagating the taghity signal across
background valleys. Once the approach departs from the geodbesimsavhere a strict uphill intensity
path is always retained between any point and an original seed regubaitets high intensity noise
peaks in the background regions have the potential to piggyback thd sigmoas the valleys like a
series of stepping stones. This effect makes strong salt and pepgepadicularly unfavourable in the
application of our technique. The nature of the noise distribution typicaltdata makes the approach
more applicable in this case as even with very strong dilations the degree wivlzted propagation
is kept to a manageable level due to the intensity and spatial spread grefemtsignal noise which
means that the maintenance of a high intensity steppingstone path across egdlay significant width
becomes extremely unlikely.

4 Conclusions

By extending the basic principles of reconstruction by dilation beyond tbdegic case we have pre-
sented a hybrid reconstruction technique specifically designed to optimadigseuct objects containing
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(a) Volume Study 1 (b) Volume Study 2

Figure 5: Maximum intensity projections of two of the datasets from our spréjormed on the original
(top row), geodesic reconstructed (middle row), and hybrid recactstlybottom row) data volumes.
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fine branching structures in the source data while still effectively attergutitersignal from neighbour-
ing unwanted high intensity structures.

Through the application of these techniques we have developed ativeffaad efficient image pro-
cessing procedure which yields superior reconstruction results a&carpor to both further automated
segmentation, classification, and analysis, and enhanced and simplified| memew of the data by the
trained radiologist.
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Abstract

We report on the creation of a general-purpose discrete Fourier transform (DFT) quantisation
table that can be universally applied to digital hologram data of three-dimensional (3D) objects, with
the aim of efficiently compressing the data. We captured digital holograms (whole Fresnel fields)
of 3D objects using phase-shift interferometry. The complex-valued fields were decomposed into
nonoverlapping blocks of 8 x 8 (or 16 x 16) pixels and transformed with the DFT. The relative
importance of each of the blockwise DFT coefficients was traced throughout a digital hologram, and
over multiple holograms. We used rms error in the reconstructed image to quantify importance in the
DFT domain. We have found that DFT based quantisation gives one far more flexibility in choosing
the quality/compression rate trade-off than a rigid uniform quantisation approach. This is the first
blockwise DFT study to have been performed on digital holographic data and it has produced the
first quantisation table that could be suitable for a JPEG-style compressor for complex-valued digital
hologram data of 3D objects.

Keywords: three-dimensional image processing, image compression, digital holography, discrete
Fourier transform, JPEG

1 Introduction

Holography is an established technique for recording and reconstructing three-dimensional (3D) objects.
Digital holography [1, 2, 3, 4, 5, 6] has recently become feasible due to recent advances in megapixel
CCD sensors with high spatial resolution and high dynamic range. A technique known as phase-shift
interferometry [3, 5] (PSI) was used to create our in-line digital holograms [6, 7]. The resulting digital
holograms are in an appropriate form for data transmission and digital image processing (noise removal,
object recognition, and so on). A hologram encodes different views of a 3D object from a small range of
angles [8, 9]. In order to reconstruct a particular 2D perspective of the object, the appropriate region of
pixels must be extracted from the hologram and simulated Fresnel propagation applied [10, 5, 6]. It has
also been proposed to stream digital holograms over a network to generate a form of 3D video [11]. The
initial stages of such a proposal has involved the compression of individual holographic frames followed
by object reconstruction [11, 12]. A real-time optical reconstruction method using the complex field of a
digital hologram has also been demonstrated [13].

Given that each hologram is 65 Mbytes in size in its native format, real-time streaming of uncom-
pressed digital holographic data is impractical. Lossless compression techniques, based on Lempel-Ziv,
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Figure 1. Experimental setup for PSI: BE, beam expander; BS, beam splitter; RP, retardation plate; M,
mirror.

Huffman, and Burrows-Wheeler algorithms, have been shown to perform poorly on digital holographic
data [11]. In order to facilitate more efficient transmission and storage of digital holograms, lossy tech-
niques based on quantisation have been applied in the past [11, 13, 12, 14]. Wavelets have also been
applied to digital holograms [15, 16], although not yet in the context of data compression. The perfor-
mance of baseline JPEG [17] (the standard JPEG implementation) has been shown to suffer greatly in the
presence of speckle noise [18, 19]. However, we believe that there is some potential in the JPEG-style
approach if it is tailored to digital hologram data. In this paper, we investigate the possibility of creat-
ing a quantisation table that can be universally applied to digital hologram data in a future JPEG-style
compressor. In future work we will look at a JPEG2000-like wavelet approach.

Hologram compression differs to image compression principally because our holograms store 3D in-
formation in complex-valued pixels [each pixel is a (8 byte, 8 byte) real-imaginary pair], and because of
the inherent speckle content which gives the holograms a white-noise appearance. Holographic speckle
is difficult to remove because it actually contains 3D information. Furthermore, a change locally in a
digital hologram (introduced during lossy compression, for example) will, in theory, affect the whole
reconstructed object. When gauging the errors introduced by lossy compression, we are not directly
interested in the defects in the hologram itself, only how compression noise affects the quality of per-
spectives of the 3D object reconstructed through simulated Fresnel propagation. We therefore use a
reconstruction plane metric to quantify the quality of our lossy compressed-decompressed holograms.

In Sect. 2, we describe how 3D objects are captured using phase-shift digital holography. We briefly
summarise the JPEG algorithm in Sect. 3 and determine which of our DFT components produces the
highest reconstruction-domain error in Sect. 4. The quantisation table is designed and evaluated in Sect. 5
and we conclude in Sect. 6.

2 Phase-Shift Digital Holography

We record Fresnel fields with an optical system based on a Mach-Zehnder interferometer (see Fig. 1).
A linearly polarized Argon ion (514.5nm) laser beam is expanded and collimated, and divided into
object and reference beams. The object beam illuminates a reference object placed at a distance of
approximately d = 350 mm from a 10-bit 2028 x 2044 pixel Kodak Megaplus CCD camera. The linearly
polarized reference beam passes through half-wave plate RP; and quarter-wave plate RP,. By selectively
removing the plates we can achieve four phase shift permutations of 0, —x/2, —m, and —37/2. The
reference beam combines with the light diffracted from the object and forms an interference pattern in
the plane of the camera. At each of the four phase shifts we record an interferogram. We use these
four real-valued images to compute the camera-plane complex field Hy(x,y) by PSI [3, 5]. We call this
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(d) (®
Figure 2: The set of holograms used in these experiments: (a)-(e), reconstructed objects from holograms

no. 1 through no. 5, respectively; (f), the amplitude of an example 512 x 512 subset of digital hologram
no. 1.

computed field a digital hologram.

A digital hologram Hy(z,y) contains sufficient amplitude and phase information to reconstruct the
complex field U(z, y, z) in a plane in the object beam at any distance z from the camera [5, 6, 10]. This
can be calculated from the Fresnel approximation [9] as

(= +9°)
x| @

—i .2 .
U(z,y,z) = )\—; exp (I%z) Hy(x,y) *x exp [IT(

where \ is the wavelength of the illumination and x denotes a convolution operation. At z = d, and
ignoring errors in digital propagation due to discrete space (pixelation) and rounding, the discrete recon-
struction U (z, y, z) closely approximates the physical continuous field Uy (x, y).

Furthermore, as with conventional holography [8, 9], a windowed subset of the Fresnel field can be
used to reconstruct a particular view of the object. As the window explores the field a different angle
of view of the object can be reconstructed. The range of viewing angles is determined by the ratio of
the window size to the full CCD sensor dimensions. Our CCD sensor has approximate dimensions of
18.5 x 18.5mm and so a 1024 x 1024 pixel window has a maximum lateral shift of 9 mm across the
face of the sensor. With an object positioned d = 350 mm from the camera, viewing angles in the range
+0.74° are permitted. Smaller windows will permit a larger range of viewing angles at the expense
of image quality at each viewpoint. Five digital holograms of different 3D objects were used in our
experiments. A reconstruction of each is shown in Fig. 2. Figure 2(f) shows the white-noise appearance
of the holograms themselves.

3 JPEG

The baseline JPEG algorithm can be summarised as follows [17, 18]. The image is subdivided into 8 x
8 pixel blocks and each pixel value rescaled linearly to the range [—128, 127]. Each block is transformed
with the discrete cosine transform (DCT) and the transformed values are stored with 12 bits/pixel. The
DCT coefficients obtained are quantised to a lower precision with a user-defined 8 x 8 quantisation table
of 8 bit values. Each DCT coefficient in the block is divided by its corresponding quantisation value
and rounded to the nearest integer. This rounding operation essentially performs the lossy compression.
The 64 DFT coefficients in each block are then coded losslessly. The values in the quantisation table
determine how finely or coarsely to quantise each DFT coefficient. A more coarse quantisation (higher
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Figure 3: Sequence of steps used to evaluate our compression-decompression routine. The error is mea-
sured between reconstructions from the original holograms (at the input of the sequence) and quantised
holograms (at the output of the sequence). Lossless compression (at the half-way stage) is used to get a
meaningful measure of the size of the quantised digital hologram.

values) results in an increase in degradation in the image, but allows the lossess steps to be more effective.
To reconstruct the image from this new form the lossless step is reversed, the implicit rescaling performed
by the quantisation table is undone, and each 8 x 8 pixel block is inverse cosine transformed.

4 Blockwise analysis of discrete Fourier coefficients

Although digital holograms are complex-valued, the sequence of processes in baseline JPEG can still be
used when modified for this richer data type. Central to the JPEG algorithm is the quantisation table.
The table(s) in baseline JPEG were designed based on objective and subjective evaluation of compressed
versions of a wide range of images. Our digital holograms look like white-noise functions and are
not at all similar to the slowly spatially-varying continuous-tone images that JPEG was designed for.
Therefore it could be expected that JPEG would not perform well on such data. Furthermore, the DCT
is a simplification of the discrete Fourier transform (DFT) designed to output real-valued spectra on
real-valued arguments. We replace the blockwise DCT with a blockwise DFT and design a quantisation
table appropriate for digital hologram data. The application and evaluation of such a quantisation table
is summarised in Fig. 3.

In order to design a suitable quantisation table, we analyse the (complex-valued) DFT coefficients in
each block and rank these coefficients based on their relative influence on the final reconstructed object.
We used separately an 8 x 8 pixel blockwise DFT and a 16 x 16 pixel blockwise DFT in our experiments.
We used a 1024 x 1024 pixel window from each of our holograms so that the holograms could be divided
evenly into 8 x 8 pixel or 16 x 16 pixel nonoverlapping blocks. We blockwise Fourier transformed the
digital hologram, removed a particular coefficient from each DFT block, performed an inverse blockwise
DFT, reconstructed the 3D object through simulated Fresnel propagation, and recorded the error in the
reconstruction. The coefficient was removed by multiplying each transformed block of holographic data
by a 8 x 8pixel (or 16 x 16 pixel) mask of 1’s that contained a single zero at the desired position. We
repeated this for each of the coefficients in the block, and for each of several digital holograms. Error
in the reconstruction U’ was measured by a comparison with an equivalent reconstruction Ug from the
original digital hologram. The two reconstructions were compared in terms of normalised rms (NRMS)
difference in their intensities, defined as

Nz—1Ny—1 9 Ny—1Ny—1 ) —1\ 1/2
D) = ( > > [etmem)P = U (m )] { >3 [wolm )] } ) . @

m=0 n=0 m=0 n=0
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Figure 4: Plots of the error resulting from removing one-by-one each coefficient of a blockwise 8 x 8 pixel
DFT of hologram no. 2: (a) grouped into rows, and (b) grouped into columns.
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Figure 5: Plots of the coefficients in the 8 x 8 pixel mean error table: (a) grouped into rows, and
(b) grouped into columns.

where (m,n) are discrete spatial coordinates in the reconstruction plane, and N, and NV, are the height
and width of the reconstructions, respectively. The rms differences for one such hologram are shown
in Fig. 4. The larger the error introduced into the reconstruction, the more important that coefficient.
The rms differences for the five digital holograms were averaged to construct the mean error table of
DFT coefficients, shown in Figs. 5 and 6(a). The most interesting aspect of this error table is that the
coefficients at each of the four corners retain important digital holographic information, whereas for
standard continuous-tone images all of the important coefficients are located in a single corner close to
the dc coefficient. A 16 x 16 mean error table was similarly created, and revealed the same characteristic
structure [see Fig. 6(b)]. This meant that the manner in which we constructed the 8 x 8 pixel and 16 x
16 pixel quantisation tables could be the same.

5 Quantisation table creation

The values in the mean error table were rescaled to the range [0, 1]. The higher the value is in this table,
the more important is that coefficient. The mean error table can be regarded as an indicator of the relative
importance of each DFT coefficient, and can be used as the basis for a quantisation table.

Applying this mean error table directly as a quantisation table will introduce a fixed amount of loss
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Figure 6: 3D plot of two mean error tables: (a) 8 x 8 pixel, and (b) 16 x 16 pixel.
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Figure 7: 8 bit quantisation table for 8 x 8 pixel DFT compression.

into the digital hologram. In order to vary the loss, and indirectly vary the compression rate, we define
a function f to generate quantisation tables that takes three arguments: the aforementioned mean error
table ¢ : {1,2,...,8}2 — [0, 1] (in the case of a 8 x 8 pixel blocks), a number of bits of resolution b € N,
and an offset t € N. b exponentially varies the coarseness of the quantisation and ¢ linearly varies the
quality at a more fine level. f is defined as f(q,b,t) = |q x 2! 4 0.5] + ¢. The most straightforward
8 bit quantisation table for 8 x 8 pixel blocks is generated from f(q, 8,0) and is shown in Fig. 7. Figure 8
shows 3D plots of three tables generated from f(q,8,0), f(q,8,24), and f(q,8,64).

The quantisation tables were applied to our digital holograms. In order to effect a final lossless com-
pression stage typical in JPEG algorithms, the quantised blockwise Fourier transformed digital holo-
grams were compressed with an implementation of the LZ77 algorithm [20]. Figure 9 shows plots of file
size against reconstruction NRMS error for two digital holograms and two quantisation table sizes. Each
curve (the curves labelled “nonuniform” in the legend) is a result of experimenting with several different
values for offset t. For comparison we include the results for uniform quantisation (the single points
labelled “uniform” in the legend). Although our DFT based quantisation does not outperform the com-

Error
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Figure 8: 3D plots of 8bit quantisation tables for 8 x 8 pixel DFT compression with offsets of (a) 0,

(b) 24, and (c) 64.
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Figure 9: Results of applying 8 bit DFT quantisation to hologram no. 1 with (a) 8 x 8 pixel table, and
(b) 16 x 16 pixel table; and to hologram no. 2 with (c) 8 x 8 pixel table, and (d) 16 x 16 pixel table.

bination of uniform quantisation and lossless encoding, it does give one far more flexibility in choosing
the quality/compression rate than a rigid uniform quantisation approach. Furthermore, our knowledge of
the distribution of values in each 8 x 8 pixel block (more significant values in the corners, for example)
should allow us to perform a more efficient lossless stage in the future (similar to JPEG’s zig-zag DCT
ordering approach) than would be possible with uniformly quantised data.

The 1024 x 1024 pixel windows of each digital hologram that we used in these experiments required
16,384 Kbytes of storage space in uncompressed form, so a compressed size of 500 Kbytes (in Fig. 9)
corresponds to a compression rate of over 30. When LZ77 is applied to unquantised digital holograms it
achieves compression rates of less than 2.0 [11].

6 Conclusion

We have discussed the creation of a DFT based quantisation table that can be generally applied for the
compression of digital holograms of 3D objects. Our quantisation table was based on a study that ranked
each blockwise DFT coefficient in the hologram domain based on its importance to the reconstructed
domain. We have found that DFT based quantisation gives one far more flexibility in choosing the
quality/compression rate trade-off than a rigid uniform quantisation approach. Our quantisation table
could form the basis for a future JPEG-style compressor for complex-valued digital hologram data of 3D
objects. In future work we will look at a JPEG2000-like wavelet approach.
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Abstract

A new method for hand gesture recognition is proposed which is based on an innovative
Self-Growing and Self-Organized Neural Gas (SGONG) network. Initially, the region of the
hand is detected by using a colour segmentation technique that depends on a skin-colour
distribution map. Then, the SGONG network is applied on the segmented hand so as to
approach its topology. Based on the output grid of neurons, palm geometric characteristics
are obtained which in accordance with powerful finger features allow the identification of
the raised fingers. Finally, the hand gesture recognition is accomplished through a
probability-based classification method.

Keywords: hand gesture recognition, colour segmentation, neural networks.

1 Introduction

Hand gesture recognition is a promising research field in computer vision. Its most appealing
application is the development of more effective and friendly interfaces for human—machine
interaction, since gestures are a natural and powerful way of communication. Moreover, it can be used
to teleconferencing and telemedicine, because it doesn’t require any special hardware. Last but not
least, it can be applied to the interpretation and the learning of the sign language.

Hand gesture recognition is a complex problem that has been dealt with many different ways.
Huang et al. [1] created a system consisting of three modules: i) model based hand tracking that uses
the Hausdorff distance measure to track shape—variant hand motion, ii) feature extraction by applying
the scale and rotation invariant Fourier descriptor and iii) recognition by using a 3D modified Hopfield
neural network (HNN). Huang et al. [2] developed also another model based recognition system that
consists of three stages as well: 1) feature extraction based on spatial (edge) and temporal (motion)
information, ii) training that uses the principal component analysis (PCA), the hidden Markov model
(HMM) and a modified Hausdorff distance and iii) recognition by applying the Viterbi algorithm. Yin
et al. [3] used a RCE neural network based colour segmentation algorithm for hand segmentation,
extracted edge points of fingers as points of interest and matched them based on the topological
features of the hand, such as the centre of the palm. Kjeldsen et al. [4] suggested an algorithm of skin
colour segmentation in the HSV colour space and used a back—propagation neural network to recognize
gestures from the segmented hand images. Herpers et al. [5] used a hand segmentation algorithm that
detects connected skin—tone blobs in the region of interest. A medial axis transform is applied, and
finally, an analysis of the resulting image skeleton allows the gesture recognition.

In the proposed method, hand gesture recognition is divided into four main phases: the detection
of the hand’s region, the approximation of its topology, the extraction of its features and its
identification. The detection of the hand’s region is achieved by using a colour segmentation technique
based on a skin colour distribution map in the YCbCr space [7-8]. The technique is reliable, since it is
relatively immune to changing lightning conditions and provides good coverage of the human skin
colour. It is very fast and doesn’t require post—processing of the hand image. Once the hand is detected,
a new Self-Growing and Self-Organized Neural Gas (SGONG) [9] network is used in order to
approximate its topology. The SGONG is an innovative neural network that grows according to the
hand’s morphology in a very robust way. The positions of the output neurons of the SGONG network
approximate the shape and the structure of the segmented hand. That is, as it can be viewed in Fig. 1(c),
the grid of the output neurons takes the shape of the hand. Also, an effective algorithm is developed in

This work was partially supported by “PITHAGORAS-Development and implementation of techniques for
optimal color reduction in digital images” project.



order to locate a gesture’s raised fingers, which is a necessary step of the recognition process. In the
final stage, suitable features are extracted that identify, regardless to the hand’s slope, the raised
fingers, and therefore, the corresponding gesture. Finally, the completion of the recognition process is
achieved by using a probability—based classification method.

(a) (b) (c)
Figurel. Growth of the SGONG network: (a) starting point, (b) a growing stage, (c) the final
output grid of neurons

The proposed gesture recognition system has been trained to identify 26 hand gestures. It has been
tested by using a large number of gestures and the achieved recognition rate is satisfactory.

2 Description of the Method

The purpose of the proposed gesture recognition method is to recognize a set of 26 hand gestures. The
principal assumption is that the images include exactly one hand. Furthermore, the gestures are made
with the right hand, the arm is roughly vertical, the palm is facing the camera and the fingers are either
raised or not. Finally, the image background is plain, uniform and its colour differs from the skin
colour.
The entire method consists of the following four main stages:

Colour Segmentation

Application of the Self-Growing and Self-Organized Neural Gas Network

Finger Identification

Recognition Process
Analysis of these stages follows.

2.1 Colour Segmentation

The detection of the hand region can be achieved through colour segmentation. The aim is to classify
the pixels of the input image into skin colour and non-skin colour clusters. This can be accomplished
by using a thresholding technique that exploits the information of a skin colour distribution map in an
appropriate colour space.

It is a fact that skin colour varies quite dramatically. First of all, it is vulnerable to changing
lightning conditions that obviously affect its luminance. Moreover, it differs among people and
especially among people from different ethnic groups. The perceived variance, however, is really a
variance in luminance due to the fairness or the darkness of the skin. Researchers, also, claim that the
skin chromaticity is the same for all races [6]. So regarding to the skin colour, luminance introduces
many problems, whereas chromaticity includes the useful information. Thus, proper colour spaces for
skin colour detection are those that separate luminance from chromaticity components.

The proposed colour space is the YCbCr space, where Y is the luminance and Cb, Cr the
chrominance components. RGB values can be transformed to YCbCr colour space using the following
equation [7-8]:

Y 16 65.481 128.553 24966 | | R

Cb |=|128 |+| -37.797 -74.203 112 G (1)
Cr 128 112 -93.786 -18.214| | B

Given that the input RGB values are within range [0,1] the output values of the transformation will be
[16,235] for Y and [16, 240] for Cb and Cr. In this colour space, a distribution map of the chrominance
components of skin colour was created, by using a test set of 50 images. It is found that Cb and Cr
values are narrowly and consistently distributed. Particularly, the ranges of Cb and Cr values are, as
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shown in Fig. 2, R = [80, 105] and Rer = [130, 165], respectively. These ranges were selected very
strictly, in order to minimize the noise effect and maximize the possibility that the colours correspond

to skin.
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Figure 2. Distribution of: (a) Cb component, (b) Cr component

Let C» and C» be the chrominance components of the i-th pixel. If C» € Re» and Cr € Rer
then the pixel belongs to the hand region.
Finally, a thresholding technique completes the colour segmentation of the input image. The technique
consists of the following steps.
e (Calculation of the Euclidean distance between the C», Cr values and the edges of R and
Rer , for every pixel. The distances are
o  Comparison of the Euclidean differences with a proper threshold. If at least one difference is
less than the threshold, then the pixel belongs to the hand region. The proper threshold’s value
is taken equal to 18.
The output image of the colour segmentation process is considered as binary. As illustrated in
Fig. 3 the hand region, that is the region of interest, became black and the background white. The hand
region is normalized to certain dimensions so as the system to be invariant of the hand’s size. It is
worth to underline also, that the segmentation results are very good (almost noiseless) without further
processing (e.g. filtering) of the image.

(a) (b)
Figure 3. (a) Original image, (b) Segmented image

2.2 Application of the Self-Growing and Self-Organized Neural Gas Network

The next stage of the recognition process is the application of the Self Growing and Organized Neural
Gas (SGONG) [9] on the segmented (binary) image.

The SGONG is an unsupervised neural classifier. It achieves clustering of the input data, so as the
distance of the data items within the same class (intra-cluster variance) is small and the distance of the
data items stemming from different classes (inter-cluster variance) is large. Moreover, the final number
of classes is determined by the SGONG during the learning process. It is an innovative neural network
that combines the advantages both of the Kohonen Self-Organized Feature Map (SOFM) and the
Growing Neural Gas (GNG) neural classifiers.

The SGONG consists of two layers, i.e. the input and the output layer. It has the following main
characteristics:

(a) Is faster than the Kohonen SOFM,

(b) The dimensions of the input space and the output lattice of neurons are always identical. Thus,

the structure of neurons in the output layer approaches the structure of the input data,

(c) Criteria are used to ensure fast converge of the neural network. Also, these criteria permit the

detection of isolated classes.



The coordinates of the output neurons are the coordinates of the classes’ centers. Each neuron is
described by two local parameters, related to the training ratio and to the influence by the
neighbourhood neurons. Both of them decrease from a high to a lower value during a predefined local
time in order to gradually minimize the neurons’ ability to adapt to the input data. As it is shown in Fig.
1, the network begins with only two neurons and it inserts new neurons in order to achieve better data
clustering. Its growth is based on the following criteria:

e A neuron is inserted near the one with the greatest contribution to the total classification
error, only if the average length of its connections with the neighbor neurons is relatively
large.

e A neuron is removed if no input vector is classified to its cluster for a predefined number of
epochs.

e All neurons are classified according to their importance. The less valuable neuron is removed,
only if the subsequent increase in the mean classification error is less than a predefined value.

e A neuron is removed, if it belongs to an empty class.

e The connections of the neurons are created dynamically by using the “Competitive Hebbian
Learning” method.

The main characteristic of the SGONG is that both neurons and their connections approximate
effectively the input data’s topology. This is the exact reason for using the specific neural network in
this application. Particularly, the proposed method uses the coordinates of random samples of the
binary image as the input data. The network grows gradually on the black segment, i.e. the hand region
and a structure of neurons and their connections is finally, created that describes effectively the hand’s
morphology. The output data of the network, in other words, is an array of the neurons’ coordinates
and an array of the neurons’ connections. Based on this information important finger features are
extracted.

2.3 Finger Identification

2.3.1 Determination of the Raised Fingers’ Number

An essential step for the recognition is to determine the number of fingers that a gesture consists of.
This is accomplished by locating the neurons that correspond to the fingertips. Observations of the
structure of the output neurons’ grid leads to the conclusion that fingertip neurons are connected to
neighbourhood neurons by only two types of connections: i) connections that go through the
background, and ii) connections that belong exclusively only to the hand region. The crucial point is
that fingertip neurons use only one connection of the second type. Based on this conclusion, the
determination of the number of fingers is as follows.
e Remove all the connections that go through the background.
e Find the neurons that have only one connection. These neurons are the fingertips, as indicated
in Fig. 4.
e Find successively the neighbor neurons. Stop when a neuron with more than two connections
is found. This is the finger’s last neuron (root-neuron).
¢ Find the fingers’ mean length (i.e. the mean fingertip and root neuron distance). If a finger’s
length differs significantly from the mean value then it is not considered to be a finger.

(b)
Figure 4. (a) Hand image after the application of the SGONG network, (b) hand image
after the location of the raised fingers
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2.3.2

Extraction of Hand Shape Characteristics

Palm Region
Many images include redundant information that could reduce the accuracy of the extraction
techniques and lead to false conclusions. Such an example is the presence of a part of the arm.
Therefore, it is important to find the most useful hand region, which is the palm.

The algorithm of finding the palm region is based on the observation that the arm is thinner than the
palm. Thus, a local minimum should appear at the horizontal projection of the binary image. The
minimum defines the limits of the palm region as it is shown in Fig. 5. This procedure is as follows:

Create the horizontal projection of the image H/jJ:
Find the global maximum H [ j““‘"] and the local minima H [ ji'“i“] of H[J].

(a) (b)

Figure 5. (a) Horizontal projection, (b) Palm region

Calculate the slope of the lines segments connecting the global maximum and the local

n +max

minima, which satisfy the condition ;™" < j™* . The minimum jiwe that corresponds to the

greatest of these slopes defines the lower limit of the palm region, only if its distance from
the maximum is greater than a threshold value equal to ImageHeight/6.
The point that defines the upper limit of the palm region is denoted as juper and is obtained

by the following relation:

H[jupper] < H[jlower] and jupper > jmax > j/ower (2)

Palm Centre

The coordinates of the centre of the palm are taken equal to the mean values of the coordinates of the
neurons that belong to the palm region.

Hand Slope

Despite of the roughly vertical direction of the arm, the slope of the hand varies. This fact should be
taken under consideration because it affects the accuracy of the finger features, and consequently, the
efficiency of the identification process. The recognition results depend greatly on the correct
calculation of the hand slope.

The hand slope can be estimated by the angle of the left side of the palm, as it can be viewed in Fig.
6(a). The technique consists of the following steps:

Find the neuron N, ,, which belongs to the palm region and has the smallest horizontal

coordinate.
Obtain the set of palm neurons N, that belong to the left boundary of the neurons grid. To do

this, and for each neuron, starting from the N, ,, we obtain the neighborhood neuron which

eft >
has, simultaneously, the smallest vertical and horizontal coordinates.
The first and the final neurons of the set N , define the hand slope line (HSL) which angle

set

with the horizontal axis is taken equal to the hand’s slope.

The hand slope is considered as a reference angle and is used in order to improve the feature
extraction techniques.
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Extraction of Finger Features

Finger Angles

A geometric feature that individualizes the fingers is their, relative to the hand slope, angles. As it is
illustrated in Fig. 6(b), we extract two finger angles.
RC Angle. It is an angle formed by the HSL and the line that joints the root neuron and the
hand center. It is used directly for the finger identification process.

TC Angle. It is an angle formed by the HSL and the line that joints the fingertip neuron and
the hand center. This angle provides the most discrete values for each finger and thus is

valuable for the recognition.

Hand Angle
Hand Centre

(2)

Distance from the Palm Centre

TC Angle
RC Angle

(b)

Distance from the Centre

()
Figure 6. (a) Hand slope and centre, (b) Fingers’ angles, (c) Distance from the
centre

A powerful feature for the identification process is the vertical distance of the finger’s root neuron from
the line passing through the palm centre and having the same slope as the HSL. An example is
illustrated in Fig. 6(c).

3 Recognition Process

The recognition process is actually a choice of the most possible gesture. It is based on a classification
process of the raised fingers into five classes (thumb, index, middle, ring, little) according to their
features. The classification depends on the probabilities of a finger to belong to the above classes. The
probabilities derive from the features distributions. Therefore, the recognition process consists of two
stages: the off-line creation of the features distributions and the probability based classification.

3.1

Features Distributions

The finger features are naturally occurring features, thus a Gaussian distribution can model them. Their
distributions are created by using a test set of 100 images from different people.

[TCAngle]
Litle
ORing
OMiddle
®lndex
®Thurnb

[RCAngle]

[DistanceFromCenter]
Litle

(@)

(b)

(©)

Figure 7. Features distributions (a) TC Angle, (b) RC Angle, (c) Distance from the centre
If fi is the i-th feature (i€ [l, 3] ), then its Gaussian distributions for every class ¢ (j € [l, 5]) are

given by the relation:
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where, j=1,..,5, mj is the mean value and o the standard deviation of the fi feature of the ¢

class. . The Gaussian distributions of the above features are shown in Fig. 7. As it can be observed from
the distributions, the five classes are well defined and are well discriminated.

3.2 Classification

The first step of the classification process is the calculation of the probabilities RPc; of a raised finger
to belong to each one of the five classes. Let xo be the value of the i-th feature fi. Calculate the
probability p§(xo) for ie€[l, 3] and je[l, 5]. The requested probability is the sum of the

probabilities of all the features for each class
3 -
RPe; =3 p} (4)

This process is repeated for every raised finger.

Knowing the number of the raised fingers, one can define the possible gestures that can be created. For
each one of these possible gestures the probability score is calculated, i.e. the sum of the gesture’ s each
raised finger to belong to each one of the classes. Finally, the gesture is recognized as the one with the
higher probability score.

4 Experimental Results

The proposed hand gesture recognition system, which was implemented in DELPHI, was tested with
158 test hand images 1580 times. It is trained to recognize up to 26 gestures. The recognition rate,
under the conditions described above, is 90.45%. Fig. 8§ illustrates recognition examples.
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Figure 8. Gesture recognition examples.

Conclusions

This paper introduces a new technique for hand gesture recognition. It is based on a colour
segmentation technique for the detection of the hand region and on the use of the Self-Growing and
Self-Organized Neural Gas network (SGONG) for the approximation of the hand’s topology. The
identification of the raised fingers, which depends on hand shape characteristics and fingers’ features,
is invariant of the hand’s slope. Finally, the recognition process is completed by a probability-based
classification with very high rates of success.
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Abstract:

Hidden Markov Models (HMMs) have attracted increasing attention on dynamic gesture
recognition. Different researchers use various features as the input to HMMs, hence the differences
between their systems. Most of them make use of simple features which severely limit the system
ability to deal with complex gestures. However, using complex features will increase the workload
of the system, and thus slow down its real-time performance. This paper presents a novel method
where a hand configuration extractor is constructed based on Hierarchical Principal Component
Analysis (HiPCA), which can extract even very sophisticated hand shapes given a sequence of
video. The hand shapes together with the trajectory of the hand centroid are then input into the
Discrete Hidden Markov Models (DHMMs) to recognise dynamic gestures in the video sequence.
Our experiments show that the method can achieve high performance in terms of both recognition
rate and speed.

Keywords: Hierarchical PCA, DHMMs, Decision tree.

1. Introduction

Sign Language (SL) has been used by the Deaf people from all over the world. Most of the countries have their
own SL which is different from the others. Unlike the spoken-language, where English is the major language
in modern society in terms of science and business, there is not a dominant SL, which makes it hard for the
Deaf from different countries to communicate. The ability to recognise gestures (static/dynamic) using
computers will help to overcome this problem.

In recent years HMMs have shown great potential in the area of dynamic gesture recognition comparing to the
other techniques and have attracted increasing attention. Since Starner and Pentland [1] applied them to the
recognition of ASL sentences many other researchers have employed them in their systems, such as Vogler
and Metaxas [2] and Wilson and Bobick [3]. In fact, HMMs are a rather general mathematical model that are
able to handle the temporal variability of a dynamic process. Different researchers use various features as the
input, hence the differences between their systems. Many of them only use basic geometric parameters of the
hands or other simple features. For instance, Starner and Pentland use a simple feature set to describe the hand
shape which consists of the x and y position of each hand, angle of axis of least interia, and eccentricity of
bounding ellipse. Lee and Kim [4] took advantage of the hand centroid, divided the 2D plane in the image into
16 directions, and used the direction of the movement of the hand centre as the feature vector. Naturally, we
can imagine that simple feature vectors could cause problems because different complex gestures could have
very similar simple features. In this case, when the size of the vocabulary increases, the coincidence between
features will become more severe. However, using complex features will increase the workload of the system,
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and thus slow down the real-time performance. In this paper, we present a hand configuration extractor to deal
with even very sophisticated hand shapes given a sequence of video, which gives it robustness against hand
shape changing.

Our interest is in developing a hand gesture recognition system with a single camera that is able to run in
frame rate without the aid of any other special hardware except a normal desktop computer. In the remainder
of the paper, we describe the problem and our basic idea on how to solve the problem in section 2, then we
introduce the details in our system in section 3. We evaluate our system using 35 dynamic gestures in section
4. Finally we summarise.

2. Problem Description

Irish Sign Language (ISL) is composed of two types of gestures: static gestures and dynamic gestures, for
example, ISL contains 26 gestures corresponding to 26 English alphabet. Of which 23 are static shapes, while
the rest have to be expressed by dynamic gestures. In this paper, we will concentrate on the task of dynamic
gesture recognition. Let’s start from a few dynamic gesture examples. Figure 1 gives three examples taken
from ISL.

When a tutor teaches these gestures, he would use the following sentences to describe them [5]:

Gesture 1: Hold the hand in the “T” position at chest level, then move it to the right changing to the “V”
position.

Gesture 2: Hold the hand in the “A” position beside left cheek, then move it to the right.

Gesture 3: Hold the hand in the “L” position, then swing it to the right.

(“T”, “V”, “A”, and “L” positions are in terms of the static shapes in ISL)

The above teaching method shows three key issues when describing a dynamic gesture:
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Figure 1: Three dynamic gesture examples from Irish Sign Language.
Pictures are taken from [5].

The hand configuration is important. For example: “T”, “V”, “A”, or “L” position.

The global movement of the hand is important. For example: move it to the right, swing it to the right, and so
on.

The relative position of the hand against other parts of body is important. For example: chest level, left cheek,
and so on.

If we can devise a system that can fully integrate these points together, we should be able to achieve good
results. Unfortunately, the third point is related to segmentation and recognition of other parts of body, which
is beyond our current research. Thus, our current system attempts to deal with the first and second point. First,
the system should be able to recognise the static hand shapes and deal with the change in static shapes during
the performing of dynamic gestures. Second, the system should also have the ability to recognise the whole
hand movement.

We notice it is harder to handle the first point than the second. People describe the hand movement in a rough
way, such as move your left hand to the right. When designing a dynamic gesture, the designer will not
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describe one gesture as “move your hand to the 63 degree direction up. Be careful, don’t do it along the 70
degree, it means something else”. As opposed to this, human hands show much more variety in term of its
configurations, or shapes. For example, there are about 40 different hand configurations in ISL. Furthermore,
when these 40 hand configurations are observed from different angles, more appearances will appear.

3. Solution Description

Based on the above thoughts, we designed our ISL recognition system which consists of three major
components. The first one is a hierarchical decision tree based on the combination of multi-scale theory and
Principal Component Analysis (PCA). Given a sequence of video containing ISL, this tree can extract the
intermediate hand shapes fast and reliably. This component deals with the change of local hand shapes. In the
meanwhile, the second component creates direction codes to record the movement of the hand centroid in the
video sequence, which represents the hand’s movement as a whole object. This component deals with the hand
global movement. The third component is a recogniser based on the Discrete Hidden Markov Models
(DHMMs) to deal with the dynamic characteristic in ISL.

In our system, the video camera is set up in front of the user. To segment the hand from the rest of the image
the user wears a coloured glove whose colour is not likely to appear in the background of the streamed video
images. A standard colour segmentation method is applied. We then compute the positions of the hand
centroid from the segmented images whose trajectory represents the hand global movement and will be used to
compute the direction code. At this stage, the area of the hand within the image varies greatly when the hand
moves with respect to the camera. Thus we scale the segmented hand by area to a 32x32 grey-level centred on
the centroid. Furthermore, given a 32x32 image /, its image vector f'is constructed by concatenating the image
pixels row by row. f will be use as input to the first component, i.e. the hierarchical decision, to compute the
local hand shape. Now we describe the three components in details in the following sections.

3.1. Hierarchical Principal Component Analysis

As stated above, the first component constructs a hierarchical decision tree by utilising Hierarchical PCA
(HiPCA), which combines the PCA with the multi-scale theory to build a hierarchical decision tree. Before we
discuss its details, we first briefly review the multi-scale theory.

Given an image I, if we convolve it with a Gaussian kernel, a smoother version of it is obtained. Varying the
blurring factor o of the Gaussian kernel, the image I is then represented by a family of smoother versions of I:
I(c), where 1(0) corresponds to the original image, and as the value of ¢ increases, more and more details in
the original image are eroded an no spurious structures will be created, see figure 2. Formally, this procedure
can be formalised by:

I(x,y,0)=1,*G(x,7,0) (1)
where * denotes a convolution, I, represents the original image, ¢ is the scale parameter which is always non-negative,
and G(x,y,0) stands for a two-dimensional Gaussian kernel defined as:

x2+y?
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Figure 2. Images under different blurrlng factors: (1) is the original image, i.e. o = 0. From (1)
to (4), the blurring factors are 0, 0.5, 1.0, 1.5 respectively.
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Hence, Given a set of gestures, if we blur them at different levels, different details will appear so that the same
training set can be divided into different groups.
To utilise the above thoughts in practice, we give a detailed description of the algorithm: given a set of training
image vectors X which is computed from the training video using the method introduced previously,
1. Every sample in the training set X is convolved with a two-dimensional Gaussian kernel whose blurring
factor is o, G(X,y,0):
X' ={f .1} 3)

where f; is given by:

f/=£*G(x,y,0) (1<i<N) )
where * defines a convolution. This step blurs the differences between the images and reduces their
separation in the PC space. This reduces the number of eigenvectors needed to describe the data as well.

2. A PC space of is computed from X':
1). Computing the covariance matrix of X' .

2). A PC space is then computed whose basis are the eigenvectors of the covariance matrix of X' .
3). The dimensionality of the PC space is decided by retaining the first few PCs so that at least 95% of
energy is retained.

3. The standard k-means algorithm is then applied to the data in the PC space, dividing them into C clusters
according to what type of tree is wanted, i.e. for a binary tree C=2, for a quad-tree, C=4, and so on. The
original training set X is then split into C groups: X, Xa,..., Xc.

4. For each of the C clusters, check if the stop criterion is satisfied. If it is, mark it as a leaf, and if all the
clusters at the current level are leaves, stop the splitting process. Otherwise, for each X; (1<i<C), repeat step
1 to 4 with a smaller scale parameter ¢’ (6°<G).

The above procedure first blurring differences between images and reducing their separation in feature space

by convolving all members of the training data with a Gaussian kernel, and then dividing the data in this space

into clusters in the PC space computed from the convolved data. Then for each cluster, the same procedure is
repeated but with a smaller ¢ so that more details in the gestures can be seen. We thus produce a hierarchical
decision tree where each level of the tree represents a different degree of blurring. The decision tree is based
on the multi-scale theory and PCA, hence we call the combination Hierarchical PCA (HiPCA). The search
time is then proportional to the depth of the tree, which makes it possible to search hundreds of gestures with
very little computational cost. The final output of the process is a decision tree, where each node is a PC space.
See Figure 3.

Feature

Figure 3: Illustration of a decision tree.

An important parameter during the construction of a decision tree is the termination condition. Currently we
choose the data variance in the PC space as the termination condition. When the variance of image projections
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in the PC space reduces to a certain level, 0.5 for example, the node will be marked as a leaf, and no further
splitting operation will be done on this node. When all the nodes on the current level are leaves, the
construction is stopped and the learning process is finished.

Obviously, the tree can separate a set of training images into many small groups according to their similarities.
In other words, all the images in one leaf should contain similar gestures: not necessarily the same gesture, but
similar in their two-dimensional images. If the training set is a sequence of videos which contains many
different dynamic gestures, the leaves in the tree would contain different hand shapes, or configurations, that
appeared in the videos. No matter how complex the hand configurations are, they will always be “extracted”
from the training images. Hence, we call the tree a hand configuration extractor. We use gesture 1 (see Figure
1) as an example. 60 examples with the length varying from 5 frames to 12 frames are acquired continuously.
We then compute a hierarchical decision tree based on these data. In total seven leaves are extracted out under
the termination condition that the data variance in each leaf is smaller than 0.5. Figure 4 shows the mean
images of these leaves. By looking at the seven images in the figure, one can have a basic idea of the dynamic
procedure of gesture 1: starting with the shape of “T”, then changing into the shape of “V”. We label the
leaves in the extractor by integers. Given a sequence of video, we input every image into the tree, which is
then classified into one of the leaves. The number of the corresponding leaf hence can reflect an even very
complex hand configuration. The change of the local hand configuration is then represented by a sequence of
integers, for example, <34, 5, 4, 4, 93, 99, 30>.
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Figure 4: Mean images of the decision tree made from gesture 1 illustrated in Figure 1. The
seven images show how one performs the gesture: starting with a shape of a fist in (1) and (2),
hold hand in “T” position in (3), and change into “V” position. (4) and (5) are the intermediate

steps of the change.

3.2. Direction Code

The hand configuration extractor only deals with the change of the local hand configuration, to record the hand

global movement, we need to build the direction code.
K]
k.
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Figure 5: Building the direction code.
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Given a sequence of images, we define the direction code based on every two consecutive images f; and f..
Assume the co-ordinate of the hand centroid in f; is <x, y>, and in f,.; <x’, y’>. A vector is computed as <x’-x,
y’-y>. Then we translate this vector into the direction code /p that is one of 8 directions. See Figure 5.

3.3. Discrete Hidden Markov Models

To deal with the dynamic characteristic in ISL, we take advantage of DHMMs, which is the discrete format of
Hidden Markov Models (HMMs). Many researchers have presented their systems based on HMMs. Most of
them employed Continuous HMMs (CHMMs) or semi-continuous HMMs [1, 3], and use some geometric
parameters of the hands as the input features[1, 4]. This brings a couple of disadvantages. On one hand, simple
features can only separate gestures from a very small vocabulary, as when the size of the vocabulary grows,
the coincidence between features will become more severe. On the other hand, comparing to DHMMs,
CHMMs are slower and more difficult to train.

To achieve both low computational cost and robustness, we have used DHMMSs in our system, and have
developed our own feature vector, which is completely different from the simple features used in work by
others.

sat 4 Y U y Vo Ew
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Figure 6: A sample DHMM topology which has been used in our
evaluation.

Figure 6 shows the topology of the DHMM that has been used in our evaluation. It contains seven states
including the start and end sates.

The input features we chosen to reflect the hand dynamics consists of two parts. The first part is used to handle
the complex hand shapes which might happen in the dynamic gestures. It is obtained from the output of the
hand configuration extractor. The second part is the direction code which reflects the global movement of the
hand. A dynamic gesture is thus represented by a sequence of two-dimensional feature vectors. For example,
one gesture might be represented by: < [366, 7], [509, 6], [509, 5], [509, 4], [359, 4], [148, 3], [23,3], [23,2] >.
While another gesture might be represented by: <[355,1], [509,6], [441, 5], [441, 5], [441, 5]>.

4. Evaluation

Although the system has the potential on very large vocabulary, in the current stage, we only show the
recognition result of 35 dynamic gesture in ISL. Our experiment was based on DELL OptiPlex GX1 P2 350
MHz and Creative Webcam 3. The training images were acquired under normal office illumination conditions.
First, for each of the 35 gestures, we grab 60 samples, i.e. 2100 in total. Using these samples, we train the hand
configuration extractor. The selection of blurring factors were all determined by trail and error and decreased
in logarithmic order at different layers of the tree since it reflects the changing structure in the images [6]. The
equation is given below [6]:

o=c¢c*exp(k/c) 6))
where ¢ and ¢ are constants. In practice, we use the values £=0.01 and ¢ =20.
We first used the training set to construct the hand configuration extractor and to compute the direction codes.
Once this had been done, the same set of training samples were fed into it whose output was then combined
with the direction codes to build a sequence of 2-dimensional feature vectors. We then trained the DHMM
recogniser with the feature vectors. The recogniser contains 35 individual DHMMs. That is, one for each
gesture. The training of the DHMM recogniser was finished by using the HTK package.
For a fair test, we grabbed another similar group of samples, i.e. 60 for each of the 35 gestures, which were
never used for any portion of the training. For every group, we fed it into the hand configuration extractor and
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computed its direction codes in order to construct the feature vectors. The feature vectors were then sent into
the DHMM recogniser to find out the possible existing dynamic gestures. The recognition rate is shown in
Figure 7. No grammar was used.
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Figure 7: The bar chart of the evaluation results of 35 dynamic gestures

e Error Analysis

Errors are mainly caused by three different reasons:

1. The first type is caused by the visual similarity in hand shapes between the gestures. For example, most of
the errors in gesture 1 were misclassifed into gesture 27. The two gestures have the same global hand
movements. The only difference is in the local hand configurations. Gesture 1 holds the hand in the shape of
“D” while Gesture 2 holds the hand in the shape of “W?”, illustrated in Figure 8. From a specific viewpoint, i.e.
side view, the two shapes are similar. The ambiguity is essentially caused by using a single camera. No good
solution is available in the current situation.

Figure 8: Two hand shapes in ISL. The left one corresponds to
“D” and the right one “W”.

2. The second type is caused by the visual similarity in global hand movements between the gestures. For
example, most of the errors in gesture 7 were misclassified into gesture 34, and vice versa. Both gestures have
the same change in terms of the hand configurations. The difference is that gesture 7 is moving the hand
backwards as well as to the right, while gesture 34 only needs to move the hand to the right. This error shows
the weakness of our system on handling 3D hand movements. Since no depth information was considered
during the recognition, the backward movement sometimes was treated the same as moving to the right. The
information on hand area is not much help either, because the backward movement is not very significant
compared to the distance from the hand to the camera. 3D depth recognition is another open problem for our
system, and more research has to be done in future.

3. The third type is caused by the lack of information of the relative position between the hand and other parts
of body. For example, the error in gesture 33 is a different type: most of the errors were misclassifed into
gesture 1. Both gestures hold the hand in the same hand shape of “D”, and both of them perform similar hand
movements: from the upright to down left. The difference between them is that the hand movement is a curve
and is performed at chest level, while gesture 33 should perform as a straight line at face level. It could be
improved effectively if the system had the ability to recognise the relative positions of the hand against other
parts of body.
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We also notice the overall recognition rates are high. Although partly it is because of the small vocabulary, this
preliminary result does show our approach’s potential.

5. Discussion

We presented a novel appearance-based system that is able to recognise dynamic gestures using HiPCA and
DHMMs. It runs fast even on a cheap machine without help of any other special hardware except a webcam.
This is because we employed a hierarchical tree to accomplish the search procedure. On the one hand, it
reduces the search time significantly: from O(n) to O(logon). As the size of vocabulary gets larger, the
reduction becomes even more significant. On the other hand, it reduces the dimension of the input feature
vector while still remain the robustness to handle complex hand shapes. This allows us to use DHMMs instead
of CHMMs, and hence speed up the recognition.The construction of a bigger vocabulary is now in progress.
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Abstract

We demonstrate a novel method of generating a mapping function which takes an image of a
neutral face to an image of the same subject depicting an alternative expression. It is proposed that
this mapping function can be used to automatically generate facial expressions from still images of
never seen before faces. This technique draws on the work of Ekman’s [8] Facial Action Coding
System (FACS), which provides an anatomical basis for measuring facial movement. We use the
FACS to generate &acial Expression Texture Mod€FETM), which is used in conjunction with
severalArtificial Neural NetworkdANN) to develop a mapping function. We describe this method
in detail and provide results which demonstrate its effectiveness.

Keywords: Facial expression synthesis, Facial Expression Texture Model (FETM), Facial Action
Coding System (FACS), function approximation

1 Introduction

The central goal of this paper is to describe the development of a mapping function which manipulates
a neutral image of a subject to accurately display a desired expression. This paper builds upon the work
described in [13] where a mapping function was created that manipulated contours depicting facial shape,
this paper extends this idea by manipulating the texture of the face.

The development of this mapping function involves a comprehensive understanding of expression.
Facial expressions have been studied by cognitive psychologists [5, 25], social psychologists [10], neu-
rophysiologists [24], computer scientists [8] and cognitive scientists [6]. The model of facial expression
described in this paper is Ekman’s [10] Facial Action Coding System (FACS). This method of studying
facial expressions and emotions depicted by facial expressions is based on an anatomical analysis of
facial actions. A movement of one or more muscles of the face is known as an action unit (AU). All
expressions can be described using one, or a combination of the AU’s described by Ekman.

We achieve expression synthesis by building a statistical model of the AU in question from a number
of subjects showing that expression in a training set. The change in texture of each face in the training
phase is analysed and used to derive a mapping function, which takes their neutral face to one depicting
the new expression.

To decrease the dimensionality of the mapping the variance in texture of each face in the training set
is analysed usin@rincipal Component Analysi®CA). This approach can model a large amount of the
variance in the training set by using only a few modes of variation or principal components. This rep-
resentation of expression is known as the expression space. We use the expression space in conjunction
with Feedforward Heteroassociative Memory NetwofikslMN) andRadial Basis Function§RBF) to
generate a subject independent mapping function, the results of which are presented in this paper.



2 Measuring expression

Few studies have measured how the face moves as an expression forms [19, 12, 10, 2, 29]. The central
reason for this is the fact that research focused on facial expressions is limited due to the lack of adequate
techniques for measuring the face. Knowledge of the muscles of the face allows us to characterise
exactly what is happening as an expression is emerging. Since everyone’s face is different it is difficult
to characterise an expression any other way. For this reason a thorough understanding of the face is
required prior to devising a scheme for the characterisation and measurement of facial expression.

According to Faigin [11], of the twenty-six muscles that move the face, only eleven are responsible
for facial expressions. Although this description by Faigin provides a good basis for understanding the
anatomy of facial expressions it does not provide an insight as to which muscles work together to create
certain expressions.

TheFacial Action Coding SysteffrACS) provides a method for studying facial expressions and emo-
tions depicted by facial expressions based on an anatomical analysis of facial actions. A movement of
one or more muscles of the face is known as an action unit (AU). Sometimes it is difficult to distinguish
if one or a set of muscles is accountable for a facial movement. it is for this reason that the term ac-
tion unit is used. All expressions can be described using the individual AU’s described by Ekman or a
combination of the AU'’s.

2.1 Facial Expression Texture Model (FETM)

To calculate thé&acial Expression Texture Mod@tETM) we warp all images to the mean shape. This is
achieved using Delaunay triangulation to segment the mean shape into 214 separate triangles using 122
landmark points. We apply the affine transformation to the pixels within each triangle [8]. Suppose

X9 andxg are three corners of a triangle. Any internal pixel can be written as

x =X1 + f(x2 —x1) + v(x3 — x1) = axy + (X2 + X3 (1)

wherea = 1 — (8 +v) anda + 3 + v = 1. Forx to be inside a triangld) < «a, 3, < 1. Under the
affine transformation, this pixel maps to

y = f(x) = ay1 + By2 +7ys (2
Each image is then represented as a vector.

Definition xfj Letk be a vector of AU’s wherk = {kq, k1, k2...km—1} @andm is the number of AU’s.
Thenxfj is a vector representing an image of subjeshowing AUE;.

We use PCA to analyse how the vectors change with respect to each other. Before any significant
analysis can be done on the shape of the faces, the mean must be computed. This is done using the
equation below:

1 N m—1 s
—-_ kj
W2 3)

wherex is the mean image vector of every subjégortraying every AUk; and N are the number of
subjects in the training set . The difference vector is then calculated using

ox = xb —x 4)

whereéxfj is the difference betweemfj and the in the mean vecta. The covariance matrix is then
calculated. In the experiments in this paper#hen covariance matrix is very large, wheme= 65025.
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For this reason the eigenvectors and eigenvalues are calculated from a srralleratrix derived from
the data, where = N x m. LetD = (5x’f° e 5x’f\,m). The covariance matrix can be represented as

1

S

S ==-DDT (5)

Let T be thes x s matrix )
S
Lete; be thes eigenvectors of " with eigenvalues\;. Thes vectorsDe; are all eigenvectors &f with

eigenvalues\;. All remaining eigenvectors a$ have zero eigenvalues. Texture parameterScfércan
be extracted and reconstructed using a similar technique used willa¢ied Expression Shape Model
(FESM) [13, 16].

T=-DTD (6)

3 Function approximation

ANNSs have proven to be successful in many practical problems. It has been shown that ANNs can
recognise handwritten characters [21], spoken words [20] and more relevantly human faces [9]. In this
section we address the problem of facial expression synthesis and discuss ANNSs that can be used for this
task in conjunction with the FETM.

A Feedforward Heteroassociative Memory Network (FHMN) can be used to compute a mapping from
ztoy. This is a one-layer network that stores patterns and is the simplest type of network we consider.The
Neural Network is trained by using theprincipal components that represent a neutral face as input and
then principal components that represent a face depicting a specific expression as output. In this manner
a mapping function is learned which maps the texture of a neutral face to that of a specific expression.

Radial Basis FunctiofRBF) networks are a form of ANN that are closely related to what is known
asdistance-weighted regressiohe potential of RBF networks has been demonstrated several times
[26, 23]. In a RBF network each hidden unit produces an activation determined by a radial function
(usually a Gaussian) centred at a specific position. A diagram of a RBF network can be seen in Fig 1.
Although Fig 1 suggests there is just one output, multiple output units can also be included. In RBF's

a,(x) o a®

Figure 1: A radial basis function network

the learned hypothesis is a function of the form

k
]2(53) = wp + Z Wy Gy (d(zu, ) (7)
u=1

whereG,,(d(x,, z)) is the kernel function. Itis common in practice to choose each fun@igal(z,,, x))
to be a Gaussian function centered at the psjntAn overview of expression synthesis can now be be
shown in Fig 2
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Figure 2: Texture Synthesis

4 Experiments and results

To create a FETM it is necessary to use a database that is consistent with the FACS description of an
expression. For this reason we use the Cohn-Kanade AU-Coded Facial Expression Database [7]. The
database includes approximately 2000 image sequences from over 200 subjects. All images used from
the database are AU coded by certified FACS coders. The images used in the experiments described in
this paper have been coded as AU 6 + AU 12 + AU 25. A short description of each is provided.

1. AU 6: Draws the skin from the temple and cheeks towards the eye. The outer band of muscles
around the eye constricts.

2. AU 12: Pulls the corners of the lips back and upward, creating a smile shape to the mouth.

3. AU 25: Pulls the lips apart and exposes the lips and gums.

Forty people and 80 images from the Cohn-Kanade AU-coded facial expression database were used.
Each image was acquired using a Panasonic WV3230 camera connected to a Panasonic S-VHS AG-7500
video recorder. The camera was located directly in front of the subject, and each image was digitized
into 640 by 480 pixel arrays.

The mean shape was segmented using Delaunay triangulation and each image was warped to the mean
shape using a piece-wise affine transformation. The mean image was then calculated (Fig 3). Each image
was then represented as a single vector, subtracted from the mean image and the FETM was generated.
The top 30 principal components of the FETM describe 95.60% of the total variance found in the training
set. Fig 4 illustrates the effect of varying the top four principle components.
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Figure 3: The mean images

Figure 4: Top four principal components

A FHMN was used to generate a mapping from a neutral expression to one depicting the desired
expression. Of the 40 subjects used to create the FETM, 37 subjects were used during the training of
network.

This network failed to return convincing results with the FETM. Fig 5 illustrates the effect of passing
an image through a mapping function created by a FHMN. It should be noted that the change in shape in
Fig 5 is calculated using tHeacial Expression Shape Mod@ESM) [13, 15, 16].

Authentic Newsal  Authentic Non-Neutral  Syatheti Image
Tmage Tuage

Figure 5: Expression Synthesis using a FHMN

To improve the mapping further we used a more sophistidasetial Basis Function NetwollRBFN)
with the FETM. The top 30 principal components of the FETM were used to train the RBF. The training
data consisted of 37 subject and 74 images. Three subjects were excluded from the training of each net-
work to test each network with unseen data. The table below shows the correlation coefficients between
the estimated and real principal components for the FETM in conjunction with a RBF network.

Tableq Experiment;
Subject | FETM RBF
1 0.9999
2 1
3 0.6017
4 0.6771
5 0.6208
Average 0.7799
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Subjects one and two were used with 35 other subjects to train the network while subjects three, four
and five are unseen test data. The test data for the FETM has a correlation coeffi¢igntoD.6645.
Using a similar technique Yangzhou and Xueyin [28] showed ham#& orm function achieves re-
sults ofa,,g = 0.51. This technique improves on this by computing a uniform function that achieves
considerably better results. Fig 6 shows the error of the mapping within the FETM. The histogram on
the left is the error of the mapping for all images in the training set and the histogram on the right shows
the error for all the unseen images. Fig 7 illustrates the photo-realistic synthetic facial expressions of five
different subjects. The first two rows consists of images of subjects that were used during the training of
the RBF network while the next three individuals (rows 3, 4 and 5) were not used during the training of
the network. Column one consists of shape free original images of individuals depicting neutral expres-
sions. Column two consists of shape free original images of individuals depicting AU 6, AU 12 and AU
25 as described by the FACS. Column three consists of synthetic images of individuals portraying AU 6,
AU 12 and AU 25 as calculated by the RBF network with neutral image parameters as input. Columns 4,
5 and 6 are the same as the first three columns respectively except with shape taken into consideration.
The shapes in column 6 are calculated using a FHMN in conjunction withabial Expression Shape
Model(FESM) [13, 16].

Error Histogram Error Histogram
Seen Data Unseen Data

Figure 6: Error of the mapping

5 Conclusion and future work

This paper showed how a uniform mapping function was created which maps a neutral image of a face
to one depicting a desired facial expression. This was achieved by the development of FETM and using
this model several networks were trained to develop an accurate universal mapping function.

The FETM is based on the FACS, an anatomical analysis of facial actions. The FACS provides us
with a universal method of analyzing facial expression and allowed for the generation of a texture model
that is independent of subject (age, sex, skin colour etc.). The top 30 principal components of the FETM
could describe 95.60% of the total variance found in the training set.

A FHMN was used to develop mapping functions which mapped an image of a neutral face to one
depicting a smile (AU 6, AU 12, AU 25). This network over generalized the mapping and hence much
of the identity of a subject was lost during the calculations. To improve the results a more sophisticated
RBF network was used with the FETM. This networks greatly improved the results with a correlation
coefficient between synthesized and authentic imagés o 0.6645 was achieved. The results can be
seen more clearly in Fig 7. The first two rows of this diagram show expression synthesis on data that was
used during the training phase. This diagram shows how the technique is capable of dealing with changes
skin colour. The images in the last three rows are images that were not present during the training phase.
These images illustrate how this technique can generate a synthetic expression of a subject regardless of
Sex.
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Figure 7: Original neutral, original non-neutral and synthesized images.

It is planned to use the FETM for expression classification. This could be done using similar neural

networks to the ones detailed in this paper.

References

(1]

(2]
(3]

(4]

(5]

(6]

(7]

(8]

9]

Beinglass, A. and Wolfson, H. J. “Articulated object recognition”, Proceedings, IEEE Computer Society Con-
ference on Computer Vision and Pattern Recognition, pp. 461-466, 1991

Birdwhistell, R.I “Kinesics and Context” Philadelphia: university of Pennsylvania Press, 1970.

Balke, A and Isard, M, “Active Contours, The Application of techniques from graphics, vision, control theory
and statistics to visual tracking of shapes in motion”,( Springer, 1998).

Bozma, H. I. and Duncan, J. S. “Model-based recognition of multiple deformable objects using a game theo-
retic framework”, Information Processing in Medical Imaging-Proceedings of the 12th International Confer-
ence, pp. 358-372, Springer-Verlag, Berlin/New York, 1991

Bruce, V. Young, A. “Understanding face recognition”. British Journal of Psychology, 77: 305-328. 1986.

Brunelli, R. Poggio, T. “Face Recognition Features versus Templates” IEEE Transactions on PAMI, 15(10):
1042-1052, 1993.

Cohn, J. Kanade “Cohn-Kanade AU-Coded Facial Expression Database”, Pittsburgh University, 1999.

Cootes, T. F. and Taylor, C. J. “Statistical Models of Appearance for Computer Vision”, Wolfson Image
Analysis Unit, Imaging Science and Biomedical Engineering, University of Manchester, Manchester M13
9PT, U.K. October 26th, 2001.

Cottrell, G.W. Metcalfe, J. “Face, emotion and gender recognition using holons” Proceedings of the 1990
conference on advances in neural processing systems 3, 564-571, 1990.

[10] Ekman, P. and Friesen, W. V. “Facial Action Coding System”, Human Interaction Laboratory, Dept. of Psy-

chiatry, University of California Medical Centre, San Francisco, Consulting Psychologists Press, Inc. 577
College Avenue, Palo Alto, California 94306, 1978.



[11] Faigan, G. “The Artist’'s guide to Facial Expressions”, Watson-Guphill Publications, 1990.

[12] Fulcher, J.S. “Voluntary facial expressions in blind and seeing children. " Archives of Psychology, ,38(272),
1942,

[13] Ghent, J. McDonald, J. “Generating a Mapping Function from one Expression to another using a Statistical
Model of Facial Shape”, Proceedings of the Irish machine vision and image processing conference, 2003

[14] Ghent, J. McDonald, J and Harper, J. “A Statistical Model for Expression Generation using the Facial Action
Coding System”, NUIM, NUIM-CS-TR2003-02, technical report, Jan 2003

[15] Ghent, J. McDonald, J. “An Overview of a Computational Model of Facial Expression”, NUIM postgraduate
symposium, March 2004.

[16] Ghent, J. McDonald, J.“A Computational Model of Facial Expression”, NUIM-CS-TR-2004-01, technical
report, Jan 2004.

[17] Grimson, W. E. L., “Object Recognition by Computer: the Role of Geometric Constraints”, MIT Press,
Cambridge, MA, 1990

[18] Hill, A. and Taylor, C. J. “Model based image interpretation using genetic algorithms”, Image Vision Comput.
10, pp. 295-300, 1992

[19] Landis, C. “Studies of emotional reactions: Il. General behavior and facial expressions” Journal of Compar-
itive Psychology, 4:447-509, 1924

[20] Lang, B. “The effects of processing requirments on neurophysiological responces to spoken sentences”
PubMed 12191461 39(2): 302-318, 1990

[21] LeCun, Y. Boser, B. Denker, J.S. Henderson D. Howard, R.E. Hubbard, W. Jackel, L.D. “Backpropagation
applied to handwritten zip code recognition” Neural Computation, 1(4): 541-551, 1989.

[22] Lispon, P. Yuille, A. L. O’Keeffe, D. Cavanaugh, J. Taaffe, J. and Rosenthal, D. “Deformable templates for
feature extraction from medical images”, Proceedings of the first European Conference on Computer Vision
(O. Faugers, Ed.), Lecture notes in Computer Science, pp. 413-417, Springer-Verlag, Berlin/New York, 1990

[23] Moody, J. Darken, C. “Fast learning in Networks of locall-tuned processing units” Neural Computation,
1:281-294, 1989.

[24] Perret, M. Hietanen, J.K. Oram, P. Benson, P. “The effects of lighting conditions on response of cells selective
to face views in the macaque temporal cortex” Exp. Brain Res. 89: 157-71, 1992.

[25] Rhodes, G. Brake, S. and Atkinson, A. “Whats lost in inverted faces?” Cognition, 47: 25-57, 1993.

[26] Powell, J.D. “Radial basis functions for multivariate interpolation: a review” Clarendon Press, Oxford, UK,
1986.

[27] Staib, L. H. and Duncan, J. S. “Parametrically deformable contour models”, IEEE Computer Society Confer-
ence on Computer Vision and Pattern Recognition, San Diego, pp 427- 430, 1989

[28] Yangzhou, D. Xueyin, L. “Emotional facial expression model building”, Pattern recognition letters 24, pp
2923-2934, 2003

[29] Young. G and Decarie, T.G. “An ethology-based catalogue of facial/vocal behaviours in infancy” Archives of
Psyhology. 37, No. 264, 1941.

[30] VYuille, A. L. Cohen, D. S. and Hallinan, P. “Feature extraction from faces using deformable templates”, Int.
J. Comput. Vision 8, 99-112, 1992

81



82

Fast Iris and Pupil Localization and Eyelid Removal
Using Gradient Vector Pairs and Certainty Factors

A. Ajdari Rad R. Safabakhsh Navid Qaragozlou Maryam Zaheri
Computer Engineering | Computer Engineering | Computer Engineering Electrical and
Department Department Department Computer
Amirkabir University | Amirkabir University Amirkabir University Engineering
of Technology of Technology of Technology Department
Hafez av., Tehran, Iran | Hafez av., Tehran, Iran | Hafez av., Tehran, Iran | University of North
ali@itsi.ws safa@ce.aut.ac.ir navid@itsi.ws Carolina at
Charlotte
Charlotte, NC, USA
maryam@itsi.ws

Abstract

Generally, the iris identification system is composed of three steps: acquiring the eye
image including iris region, localizing the iris region and feature extraction, and
decision making by means of matching. Localizing iris region is a very expensive task
and it takes about 50% of the time of the process. Because of circular shape of the iris,
circle detection methods are widely used for iris localization. In this paper, we present
a fast circle detection method that uses the gradient vector pair and certainty factors
concepts. Using this approach, iris boundary can be found fast, accurate, and robust
against head tilts. Also a simple idea is used to remove eyelids. Results of the method
evaluated with CASIA database and show a significant improvement in iris localization
performance in comparison to the current methods.

Keywords: Biometric, Iris recognition, Iris and pupil localization, Circle detection.

1 Introduction

The traditional methods of human identity verification such as using keys, certificates, passwords,
etc., can hardly meet the requirements of identity verification and recognition in the modern
society. Biometric identification provides a convenient and reliable solution to this problem, and
attracts extensive interests in the industry. Due to its various advantages, iris based identity
verification is one of the most important biometric methods. Such advantages are persistency of the
iris pattern over a long period of time, no need for direct contact with the subjects, automatic and
rapid identification process. Also the reliability of iris-based identification is considerably high.

Iris identification includes three steps. The first step is acquiring the eye image including the
iris region. Then the iris is localized and its features are extracted. The last procedure is making
decision by means of matching. Localizing iris region is an expensive phase. In almost all iris
recognition methods, it takes about 50% of the time of the process. Usually, the image acquisition
step captures the iris as part of a larger image that contains other eye components, as well.
Furthermore, if the eyelids cover parts of the iris, then that portion of the image above the upper
eyelid and below the lower eyelid should be discarded. Also the contrast between eye components
can be highly varied depending on the difference between pigmentation of the skin and the iris.
Thus, iris localization must be insensitive to a wide range of unpredictable problems.

In this paper, we present a fast circle detection method that can find the iris boundary in an
acceptable time and also is robust against head tilts. The results show a significant improvement in
iris localization performance in comparison to current methods. Also a simple idea is used to
remove eyelids. The paper is organized as follows. Section 2 describes pervious work on iris
localization, focusing on one of the most famous approaches in detail. Section 3 presents details of
the Fast Circle Detection (FCD) approach as a general method for finding circles that are brighter
or darker than their background. How the FCD approach can be improved with certainty factors is



explained in section 4. Section 5 explains how the proposed approach can be applied to the iris
localization problem. Section 6 presents experimental results of the proposed approach with two
different data sets. Finally, in section 7, we describe the conclusion and our plans for future work.

2 Related Work

Since pupil is black, sclera white and iris gray, the simplest idea for iris localization is gray level
thresholding of the eye image. This approach has disadvantages because of unpredictable color of
eyelids and presence of eyelashes. Sometimes distinguishing between iris and skin gray levels is
very hard. Also, the range of gray level of human eye components varies a lot. So, grayscale
thresholding, by itself, cannot produce very good results.

Finding the iris based on its circular shape is another approach for iris localization. Some
methods use Hough transform to detect a circle in the image or edge map of it [1]. The Circle
Hough transform (CHT) is one of the best-known algorithms which aims at finding circular shapes
with given radius within an image. In spite of its popularity, the CHT has some disadvantages. The
major drawbacks of using CHT are the large amount of storage and computing power required by it
in real-time applications. Also there were some approaches that have used cooperative modular
neural networks [2] and cornea reflection [3] to find iris boundary.

The Wildes et al. [4] system performs contour fitting in two steps. First one is converting the
image intensity information into a binary edge-map. The second one is voting the edge points to
instantiate particular contour parameter values. The edge map is recovered via gradient-based edge
detection. This operation consists of thresholding the magnitude of the image intensity gradient:

VG, y) * 1(%,y)] (1)

where:
0 0

VE(ax’ay

) (2)

1 2 2
G(X,y) = gy g (%) =(y=yo)/207) (3)

while G(x,y) is a two-dimensional Gaussian with center (X,,Y,) and standard deviation o that it

smoothes the image to select the spatial scale of edges under consideration. In order to incorporate
directional tuning, the image intensity derivatives are weighted to favor certain ranges of
orientation prior to taking the magnitude. For example, prior to contributing to the fit of the limbic
boundary contour, the derivatives are weighted to be selective for vertical edges. The voting
procedure is realized via Hough transforms on parametric definitions of the iris boundary contours.
In particular, for the circular limbic or pupillary boundaries and a set of recovered edge

points (X;, Y;), ] =1,2,..n, a Hough transform is defined as:

H(Xcaycnr) :Zh(xjﬂyjaxcay(jﬂr) (4)
j=1

where:
L g(x, Y%, Ye )
0, otherwise

h(xjayjaxcaycar):{ (5)

with:
g(xjayjaXCayCar):(Xj _Xc)2 +(yj _yc)2 —I’2 (6)
For each edge point(X;,Y;),  9(X;,¥;,Xc,Yc,r) =0 for every parameter triple
X, Ye,I) that represents a circle through that point. Correspondingly, the parameter triple that
c»Ye h ircle th h th int. C dingly, th iple th

maximizes H is common to the largest number of edge points and is a reasonable choice to
represent the contour of interest. In implementation, the maximizing parameter set is computed by
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building H(X.,Yc,r) as an accumulator for X., Y., and r. Once populated, the array is scanned

for the triple that defines its largest value. Contours for the upper and lower eyelids are fit in a
similar  fashion using parameterized parabolic arcs in place of the circle

parameterization g(X;, Y, X¢, Y¢,I) . Just as Daugman system relies on standard techniques for

iris localization, edge detection followed by a Hough transform is a standard machine vision
technique for fitting simple contour models to images. Both approaches have proven to be
successful in the targeted application for localizing the iris. The histogram-based approach to
model fitting should avoid problems with local minima that the active contour model’s gradient
descent procedure might experience.

By operating more directly with the image derivatives, however, the active contour approach
avoids the inevitable threshold involved in generating a binary edge-map. Further, explicit
modeling of the eyelids (as done in Wildes system) should allow for better use of available
information than simply omitting the top and bottom of the image. However, this added precision
comes with additional computational expense. More generally, both approaches are likely to
encounter difficulties if required to deal with images that contain broader regions of the
surrounding face than the immediate eye region. For example, such images are likely to result from
image acquisition rigs that require less operator participation than those currently in place. Here,
the additional image “clutter” is likely to drive the current, relatively simple model fitters to poor
results. Solutions to this type of situation most likely will entail a preliminary coarse eye
localization procedure to seed iris localization proper. In any case, following successful iris
localization, the portion of the captured image that corresponds to the iris can be delimited. Figure
1 shows an example result of iris localization as performed by the Wildes system [4].

Figure 1. An example of iris localization according to Wildes method [4]

The Daugman approach [4] is the best-known algorithm for iris localization and recognition. This
algorithm fits the circular contours via gradient ascent on the parameters (xc, yc, r) so as to
maximize:
0 Lx.y)
—G(r)= ——=ds (7)
or ) J.r’xc,vc 2rr

where:

G(r)= 1 e—((r—r(,)z/Zaz)
2ro (8)
is a radial Gaussian with its center at rQ and standard deviation ¢ that smoothes the image and *
denotes convolution. In order to incorporate directional tuning of the image derivative, the arc of
integration ds is restricted to the left and right quadrants (i.e., near vertical edges) when fitting the
limbic boundary.

This arc is considered over a fuller range when fitting the pupillary boundary. However, the
lower quadrant of the image is still omitted due to the artifact of the specular reflection of the
illuminant in that region. In implementation, discrete equivalent of the above criterion is used.
More generally, fitting contours to images via this type of optimization formulation is a standard
machine vision technique, often referred to as active contour modeling. Figure 2 shows two
examples of Daugman’s results [5, 6].



The above approaches have some benefits. They all rely on standard machine vision techniques for
iris localization, and are relatively accurate and simple in user interactive applications. However
despite these benefits, large amounts of calculation, high order of algorithm complexity, low
performance for high resolution images and sensitivity to head tilts are some major disadvantages
of them.

In the remaining of this paper, we present a fast and accurate approach for localizing the iris
for recognition purposes.

i v - ? “ 3

Figure 2. Examples of Daugméh’s method results [5]

3  Fast Circle Detection Using of Gradient Vector Pairs

In this section, we present a fast circle detection algorithm based on gradient vector pairs. Suppose
that we have a dark circle on a bright background', as shown in Figure 3.a. The gradient vectors of
the circle we search for are in the form shown in Figure 3.b. These vectors’ directions are outward
the circle, because the circle is darker than its background. Due to the symmetry of circle, for each
gradient vector there is another gradient vector in its opposite direction. We call these vectors
vector pair. As shown in Figure 4.a, a specific vector V1 is paired with a vector V2 if the following
two conditions are satisfied:

(i.) Angle a, defined as the absolute difference between directions V1 and V2, should be nearly

180 degrees.
(ii.) Angle B between the line connecting P2 to P1 (the bases of V2 and V1) and the vector V1

should be nearly 0 degree” (This means that 2P should be in the same direction as V1).
The second step of the algorithm is applied to find all vector pairs according to the above
conditions in the gradient image. The second condition considerably removes noise by filtering
useless vectors. As Figure 4.b shows, vectors V1 and V2 are not assumed as a vector pair due to
condition (ii); however they satisfy condition (i).

@ LT

Figure 3. (a) A black circle in white background, (b) Gradient vectors of (a)

To increase the speed of pair matching, vectors are sorted according to their directions. So, for each
specific vector, vectors with opposite direction can be found fast and easily.

! We can assume this without loss of generality because if the circle is brighter than its background, we can work on the negative image
or simply reverse the direction of vectors.
2 Or it should be in the opposite direction of V,, because they are nearly parallel according to condition (i.)
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In the third step, a candidate circle is considered for each pair of vectors. Such a circle has its
center at the midpoint of P1 and P2, and its radius is equal to half of the distance between P1 and
P2. Figure 4.a shows such a candidate circle in dashed lines. In special cases, if the approximate
radius of the desired circle is known, a third condition can be used to filter out those vector pairs
whose distances are outside the range of the expected values. This can improve the performance of
algorithm significantly.

In the fourth and final step, the desired circles are extracted from the candidate circles
produced in the previous step. There are two ways to do this. One way is employing a 3-
dimensional accumulator matrix to count the occurrence of quantized circles. Then, the desired
circles can be found by searching for local maxima in such a space. This is just like the classic
CHT approach.

As the candidate circles are known, we use an easier approach to find the desired circles.
Candidate circles are saved as a set of triples (Cx, Cy, r). These triples are then clustered using
Euclidian distance between them. The means of clusters then specify the desired circles. The
method reduces the space complexity and optimizes the entropy of the saved data. Also, prior
knowledge about the number of the circles in the image can be used to get better results. The
clustering method depends on problem attributes. If we know the number of circles to be found
then we can use top hierarchical clustering to reach such numbers. Otherwise we can use variance
minimizing methods to find proper clusters. In an application that aims to find one circle, clustering
is replaced by averaging.

The FCD is a general circle detection method and can be applied to wide range of
applications. Also if the definition of Pair Vectors is changed then it can be applied for some other
shape detection approaches like arc detection, ellipse detection, and sphere detection. Because the
FCD is presented for general circle detection adjusting parameters of algorithm is critical and
depends on image features and statistics. The parameters give “adaptation to application” ability to
the method. By increasing o and , more pair vectors will be found. This may lead to better result
(robustness against noise) or worse result (finding more wrong pair vectors). So adjusting these
parameters is an art and significantly depends on problem features.

Figure 4. (a) Pair vectors and their candidate circle, (b) vectors rejected by condition (ii).
4 The FCD Improvement Using Certainty Factors (FCD-CF)

According to the original FCD, two vectors make a pair if they satisfy conditions i and ii of
previous section. In real applications, these conditions are rarely exactly satisfied. So a range of
acceptable values should be used for o and P. If the deviations of o or B from their ideal value (180
and 0 degrees) become more than a threshold value, the vector pair is omitted and if both
parameters place in range, the candidate circle is considered. In contrast with this binary decision,
two certainty factors can be considered according to mentioned angles:

C. = exp(- (a—180)" 180)* (9)

a

O'

a

C, :exp(—f_j) (10)
B



These factors show the rate of satisfaction of i and ii conditions and can be used to control
the behavior of the algorithm. Parameter 6 can be used to adjust the effect of acceptable tolerance
according to problem attributes.

Also, symmetry property of circle can be used to improve the performance of the FCD. By
increasing the noise in the image the probability of matching of two random vectors as a vector pair
increases. These wrong vector pairs increase error rate. Also, when the number of candidate circles
is increased the clustering time is growth as well. Without loss of generality assume that the center
of the candidate circle produced by v1 and v2 is placed at origin. According to figure 5, if a vector
pair founded then six other points should be placed on the same circle as well.

To reduce the effect of noise, we can verify the existence of other six points in edge map of
the image. If number of founded points is less than a specified threshold then the vector pair is
omitted. In this way, random vectors that are not really placed on a circle are discarded. By
omitting wrong candidate circles the number of candidate circles is reduced so the clustering step
can be execute faster. If number of founded edge points is more than specified threshold then a
candidate circle is considered just like the standard FCD. The number of founded points (n) also
used to produce another certainty factor for the candidate circle denoted by C8:

c, :exp(in;iff) (11)

In implementation, if each of Ca, Cb, or C8 becomes negative we omit the vector pair
otherwise tree certainty factors used to make a final certainty factor according to the following
formula that can be used to pair vector filtering and weighted clustering of final circles.

CF =iC, + JC, +kC, (12)

Parameters 1, j, and k can be used to form different formulas according to problem features.
For example for almost hidden circles, k parameter should considered near zero and for finding
circles in noisy images, i parameter should be decreased. For the best adaptation to special
problems, parameters, i, j, and k can be learned.
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Figure 5. The pair vector and its related 6-points
5 Fast Iris Localization Using The FCD

This section explains the utilization of the FCD-CF method for iris localization. The method is
faster than current algorithms and robust against head tilts. The algorithm has three major steps:
pupil boundary detection, outer iris boundary detection and eyelids removal.

To increase the algorithm’s performance, some preprocessing is suggested. A Gaussian filter
can be used to smooth images. As pupil is a dark component, edge points corresponding to low
gray level points can be considered to find pupil boundary. These preprocessing steps significantly
reduce the number of the candidate gradient vectors so the algorithm can work faster.

As mentioned earlier, knowledge about radius can increase the performance of the proposed
approach method. In iris recognition applications, the ranges of iris and pupil radii are predictable
based on the image capturing device and the distance. Therefore this knowledge can be used to find
boundaries more accurately and faster.
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In the next step, after finding pupil boundary, iris outer boundary should be found. Since the
location of the center point and range of the radius of iris can be predicted precisely, iris boundary
can be easily found using the proposed approach. The proposed approach searches for gradient
vector pairs in a limited area, and candidate circles are checked for having center and radius in
valid ranges.

After finding pupil and iris circles, a post processing step can be applied to reach the better
accuracy rate than before post processing. We use circle detector operator of Daugman in a very
limited region around found circles.

To eliminate the eyelids, eyelashes and cornea reflections, other approaches remove the top
and bottom 90-degree cones of the iris circle because head tilts are not acceptable [5, 7].

Contrary to current methods, before finding and removing eyelids we normalize iris using
Daugman’s approach:

I(x(r,8), y(r,8)) - 1(r,0)
Y@ =(1-p)x, +pys (13)
y(r,t9)=(1—p)xp +PYs
where I(x,y) is the raw image, (xp, yp) and (xs, ys) are centers of found pupil and iris respectively.

The above formulas spread iris tube and present it as a 360*64 pixels rectangle. Figure 6 shows the
result of normalization step.

Figure 6. Result of spreading of iris and normalization step

After normalization, eyelids appear as two semi-circles in predictable regions. Such semi-circles
can be found easily using circle detection methods which adjust to find high contrast circles in
predictable regions.

The proposed approach is an extremely fast and size-invariant method, so it is suitable for
real-time and user interactive applications. The applications which use our approach as iris and
pupil detection step can work in a user friendly manner. Due to the above advantages, distance of
subject to image capture device can vary, pupil dilations and head tilts are acceptable and capturing
a large number of images in time unit is possible.

6 Experimental Results

The proposed method has been tested for iris localization using the CASIA iris image database [8].
This database contains iris images of 108 individuals. There are 7 different 320x280 images for
each subject. Radius of iris and pupil in each image are in the range of 28-75 pixels and 80-150
pixels respectively. In addition, a database of 100 higher resolution iris images (640x480) has been
made, and the accuracy and speed of the FCD-CF approach has been tested with both data sets. In
the second data set, there are some images with tilted subject heads. Radius of iris and pupil in each
image are about 80 pixels and 250 pixels respectively.

For the purpose of comparison, the Daugman’s localization algorithm and the original FCD
have also implemented. All implementations have done in Matlab 6.1 environment using a system
with 1.8MHz Pentium IV processor and 512MB RAM.

In pupil detection step, the result of the FCD and the FCD-CF are same because of very
smooth edge of pupil. So we have only applied the FCD algorithm. In this step, both a and P
parameters were set to 5 degree, and gradient vectors were calculated using Sobel operator and
averaged in 5x5 windows and finally threshold by 30%. About 1755 pair vectors were found in
average.



Significantly the FCD-CF has better result to find iris boundary than the FCD method. For iris
outer boundary detection, both o and  parameters were set to 10 degree and gradient vectors were
calculated using Sobel operator and averaged in 7x7 windows and finally threshold by 10%. The
parameters of FCD-CF were adjusted as below:

o,=10, o0,=10, o,=4,

i=1, j=2, k=0.5
There are about 327 pair vectors found in average in this step.
After finding circles, circle detector operator of Daugman was applied in 3 pixels around pupil
found circle and 7 pixels around iris found circle. This post process improved the accuracy of the
result about 3%. Also ranges of radius of iris and pupil in each image were given to both
approaches. Upper of given ranges have been set with adding 50% of radius to actual radius, and
lower bound of given ranges have been set with subtracting 25% of radius from actual radius.
To remove eyelids, the Canny operator was applied, and the result thresholded to omit edges that
were below 0.3. Then Daugman’s circle detector was applied in [45 135] and [245 295] columns of
normalized image.

There is an important comment that should be mentioned here. Parameters of the proposed
approach do not limit and weak the generality of approach. It can be observed that the adjusted
parameters work for two different databases properly. As we mentioned before, parameters can be
used to reach the best performance of the algorithm.

According to our experiments, Daugman’s approach is able to localize about 83% of images.
Our approach is able to localize more than 91% of CASIA images. Table 1 shows the average
execution times of the proposed approach and Daugman localization algorithms.

From Table 1, for CASIA images, our approach is about seven times faster than Daugman’s
approach on the average. For higher resolution images, our approach has run near 14 times faster
than Daugman’s algorithm on the average.

Table 1. Average of execution times (in seconds)
Proposed Approach | Daugman’s Approach
CASIA (320x280) 0.84 6.37

Our dataset (640x480) 2.20 28.78

Figure 7 shows the response time histogram of both approaches. The standard deviation factor of
the proposed approach and Daugman’s approach have been calculated as 0.08 and 1.51
respectively. According to this figure, we find out that the response time of the proposed method is
more deterministic and predictable which is a very important factor for real-time and human-
interaction systems. According to our experiments, pupil localization takes 30% of computing time,
iris outer boundary detection takes about 55% of computing time and image preparation and
eyelids removal take about 15% of computing time.

Table 2. The results of accuracy tests of the proposed approach
Centers Radii Overlap
Pupil/Iris Pupil/Iris Pupil/Iris
CASIA dataset 0.03/0.05 0.04/0.07 0.98/0.94
Our dataset 0.01/0.02 0.01/0.04 0.99/0.96

Another test was done to estimate the accuracy of the proposed approach. One hundred different
images were selected and the exact iris and pupil circle boundaries on them were determined
manually by a human operator. The error rate was calculated in three ways: Distance of the
estimated centers from actual centers, difference between estimated radius and actual radius and
percentage of overlap of circle surfaces. Table 2 shows the final result of accuracy tests. Distance
between centers and difference of the radii are normalized by the actual radius.

According to these results, our approach can find the pupil boundary significantly accurate
and reliable. Also iris outer boundary detection shows very good performance. In almost all
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experiments more than 97% of the visible part of iris is detected which is proper for recognition or
other related applications. It should be mentioned that if the error rate of localization step passes
about 10% the overall recognition system will fail. So the accuracy of Daugman’s approach (and
also other methods) is very close to the accuracy of our method. So, we could reach a seven times
faster speed without losing the accuracy rate.

Some other localization methods can be robust against head tilts. For example, the CHT is
rotation invariant and can find iris boundaries in any direction. Since other methods do not use
edge directions, making them robust against head tilts (without losing accuracy) is expensive
(heavy calculations and heuristics) and cannot be used in real-time applications.
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Figure 7. Histogram of response time for (a) propose method and (b) Daugman’s method

Another evaluation is done to compare the resistance of the proposed algorithm against noise. The
density of the pepper and salt noise was increased from 0 to 80 percent for each input image, and
error rates (number of wrong localized images) of the proposed and Daugman’s approaches were
calculated. The results of this experiment shows that the proposed approach resists against noise
until 30% noise rate but the Daugman’s approach just resists until 17% noise rate. After the
mentioned threshold, the error rate increases exponentially for each approach but with the lowest
slope for the proposed approach.
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Figure 8. Resistance against pepper-salt noise

The Daugman’s approach is totally failed after 41% noise but the proposed method resists until
68%. The surprising result is obtained according to nature of the FCD. When the noise increases it
causes increasing of the unreal edges. Filtering nature of the FCD resists against this change but
Daugman’s approach count these unreal edges in its circle detector operator. Figure 8 draws the
error rates versus noise density for each approach.

Iris localization using gradient vector pair approach has some drawbacks too. If more than
half of iris is invisible, finding vector pairs will be impossible, so the FCD method fails in this case.
Our approach fails for less than 9% of images of the CASIA database due to this reason.
Fortunately, in such cases, the iris information is often not useful and the recognition system can



discard the image and try to capture another one. Figure 9 shows two output results of our
approach.

7  Conclusions

In this paper, we presented a fast, size-invariant, application adaptable and accurate algorithm to
find iris boundaries for recognition purposes. The algorithm consists of pupil boundary detection,
iris outer boundary detection, eyelid removal, and boundary fitting. The method is based on using
the symmetry of the gradient vector pairs on pupil and iris circle boundaries. The algorithm was
implemented and its performance was compared with Daugman’s localization algorithm using
CASIA iris image database and 100 other high resolution images.

The experimental results show that the proposed approach is more than seven times faster
than Daugman’s for CASIA database and nearly 14 times faster for higher resolution images. As
mentioned, iris localization takes about 50% of time and calculations in iris recognition
applications, so using presented method can speed up the overall process significantly. Also a test
on accuracy of our approach shows about 99% accuracy for pupil localization and about 97% for
iris outer boundary detection. The accuracy rate is fitting for all current recognition approaches.

Persistency against noise is another advantage of our approach compare to the current
methods. According to our experiments, if the input image is affected by 30% pepper and salt
noise, there is no change on accuracy of proposed method. If the pepper and salt noise reaches near
50%, the error rate of the proposed method will be less than 25%.
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Figure 9. Output result of the proposed approach
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Abstract

We formulate the human face detection task upon upright vertical frontal views faces
in complex scenes as a wavelet-based problem and develop a novel approach using the
extrema density aims to determine the image position of a single face. At first, face-of-
interest (FOI) region is located and framed with an overlaid bounding box by finding
facial edges using the inter-orientation wavelet subbands and the anthropometric
measure. Then, a refining step is carried out to reposition and resize the bounding box
for FOI to further improve the localization accuracy. Comparisons with two existing
state-of-the-art face detection works and an on-line face demo system are presented,
showing that our system has a comparable performance in terms of face localization
rate and quality.

Keywords: Extrema density, face-of-interest (FOI) region, face localization.

1 Introduction

Face localization, which is a simplified detection problem and aims to determine the image position and size
of a single face, is a fundamental stage in the process of face recognition. The accuracy of the detected face
coordinate has a heavy influence on the recognition performance since most techniques (e.g. eigenfaces [1])
assume the face image normalized in terms of scale and rotation, their performance depends heavily upon the
accuracy of the detected face position within the image. This makes face detection a crucial step in the
process of face recognition. Recently, a sizable body of research in the area of face detection has been
amassed. An excellent survey of the relevant literature can be found in [2]. A major technical challenge that
needs to be addressed in various directions is the unsatisfactory performance of face detectors in rather
unconstrained environments.

Recent works have proposed the use of wavelet functions as activation functions and have shown their
powers in face detection problems [3]. Although wavelet decompositions can map the useful information
content into a lower dimensional feature space, however, with the selected basis what feature is an efficient
representation and how to develop a computationally efficient face localizing algorithm still deserve further
study. In the current paper, based on dyadic discrete wavelet transforms (DWT) [4] we propose an efficient
localization method to extract 2-D wavelet extrema density as feature from the three octave-width subbands
decomposed. Then, a gradient-based boundary search algorithm is in turn used to find a coarse boundary of
FOI. Finally, a refining step is carried out to readjust the previous located bounding box by using the head
contour detection. The remainder of this paper is organized as follows. In Section 2, the characterization and
the extraction of wavelet extrema density for facial edge detection is given. Section 3 describes the proposed
face localization and head contour refining method. Experimental results and comparisons of the proposed
scheme with the existing works are provided in Section 4. Conclusions are drawn in Section 5.

2  Facial Feature Extraction

Texture measure, which offers a means of detecting objects in background clutter that has similar spectral
characteristics, is the visual cue due to the difference between human face and background [5]. To describe
facial texture, one obvious feature is roughness. Since a face may exhibit different roughness over the
decomposed wavelet subbands, it is proper in reality to detect face region by investigating the utility of
feature derived from wavelet transform extrema. Roughness corresponds to the perception that our sense of
touch will feel with an object and it can be characterized in two-dimensional scans by depth (wavelet
coefficient strength) and width (separation between wavelet extrema). This interpretation prompted us to
estimate the selected extrema as a particular signature of roughness, being very useful as a distinctive feature



of face texture measures. The properties of these extrema were studied in [6], and they turn out to be among
the most meaningful features for signal characterization. The extremum at a point f(x, y) of the horizontal
channel component from its wavelet transform, Wf | is defined as:

Max,: Wf(xvy)>max(Wf(x+lvy)va(x'lvy))v (1)
Minr:Wf(xv y)<mm (Wf(x+1,y),Wf(x-l,y)). (2)

In addition, similar definitions for the extrema in the vertical channel, Azgx. and Afin. , are also defined. A

pixel is a local extremum if it is both a local row extremum and a local column extremum. The operator of
wavelet extrema for a 2-D image signal fis then defined as

Ef ={ Max . Wf 0 Max Wf, Max, Wf O Min W[, 3)
Min - Wf O Max W, Min . Wf 0 Min WS }.

This means Ef consists of coordinates of the wavelet extrema. Roughness of an image is not an absolute

measure, but depends on the subbands at which the image processed. The LH wavelet subband makes a
horizontal textured surface seem more remarkable, while the HL wavelet subband brings forward the rough
structure of the surface at the vertical direction. To separate face-of-interest (FOI) region from the
background, the extrema density g, f° for an image of size M rows and N columns with extrema number

#Efis formulated as:

E.f(I')=#Ef | (M xN), (4)

where 7" is the threshold value for the wavelet coefficient, which can be quite critical in that it will affect the
performance of successive steps such as face boundary localization. With the selected density range, which is
usually obtained from the face databases by off-line learning, the threshold value 7~ for wavelet coefficients
is gradually increased in the meantime the thresholding step is repeated until a suitable facial texture
representation for the task is reached. Extrema densities with various ranges, 0.1~0.06, 0.06~0.03,
0.03~0.015, 0.015~0.007, 0.007~0.0025, and 0.0025~0.001, are predetermined to investigate the exploitation
of image attribute information such as edge. Using the 4-tap Daubechies [7] wavelet filter with two vanishing
moments, an example of an original 384 x 286 face image as displayed in Fig. 1(a) being decomposed into
four subbands for one level with extrema density 0.03~0.015 is shown in Fig. 1(b). As an illustration,
consider Fig. 1(b), which is the result of applying a threshold value 7"= 3 to the subimage. We see that the
subimages have been pleasingly sharpened by bringing out more of the facial texture details and the fine
grain noise-like coefficients are less pronounced. These are much more acceptable results when compared to
the rest of the other extrema densities, thus helping to localize the face region of interest. It is noted that the
larger the extrema number the more information were the texture features found. However, the less accurate
the boundaries between face and background become. This leads to a trade off between choosing a good
facial region segmentation or good boundary between face and background.

3  Face Localization Algorithms

To develop an efficient localization method from an arbitrary uncontrived image, the face localization
algorithm is proposed to precede expensive computations amidst three steps as followings:

Step 1: Wavelet extrema extraction at the LH, HL, and HH subbands, respectively.

Step 2: A thresholding process to adjust the extrema density for locating FOI by means of edge detection and
anthropometric measure.

Step 3: The head contour detection is carried out to refine the previous located bounding box by comparing
the detected FOI positions.

3.1 Locating Face-of-Interest (FOI) Region
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As depicted in Fig. 1, we start by decomposing an image using one-level DWT and then extract the edge
candidates for locating FOI. This could be very useful for the detection of facial directional textures, such as
face boundary, since the separable sampling in DWT provides rectangular divisions of spectrum, with
sensitivity to horizontal, vertical, and diagonal edges. Then, wavelet extrema density extractions are
performed with the three inter-orientation decomposed subbnads, respectively, i.e. HL, LH, and HH.
Consequently, the candidate edge segment is detected based on a measure of extrema discontinuity at a
region, which is formed from the extrema number with values that exceed a preset threshold. Using the
subband HL with size M/2 x N/2 and beginning from the two sides of the subimage, an approach detecting
the vertical transition in extrema number associated with x pixels region is given by

Kk-1|M/[2-1 M/2-1
DB (tay)- DBy (x.))z s, ©)
a=0( y=0 y=0

where 0 < x + o < N/4 — 1 when starting from the left side of the image, M4 < x + a. < N/2-1 when starting
from the right side of the image, x = 4 and ¢ = 3. When the condition of the equation (5) occurs, the

associated x coordinates are stored as candidate edge segments, and the procedure is performed before the
search range is exceeded. Although attention thus far has been limited to a vertical edge, a similar task as
well takes place at the LH subband to produce a candidate top edge of the horizontal orientation. In what
follows, based on the aspect ratio of the face shape, which has been set to be [10/7, 6/4] in this work, a
localization step is performed with the obtained candidate edges to search for the desired top and lateral
boundaries of the FOI. With the located edges, thereafter, one can delimit the bottom edge of the FOI region.

3.2 Refining FOI by Using Head Contour Detection

As displayed in two examples of Fig. 2(a), due to different facial expressions, lighting conditions, and
hairstyle, etc. the localization stage may raise a problem of imprecise localization of face, which can
ultimately imply an erroneous face detection result. It would be unrealistic to hope for our framework that the
bounding box for the previous FOI region has a pixel degree of precision. In order to tackle this problem, we
present a refining approach to determine the up right and left contours of the head object, which are
considered to be the most discriminative signature from the complex backgrounds. Constrained under around
one and a third times the earlier located FOI region, by using the equation (5) for the three subbands a zig-
zag scan procedure starting from the upper left and right corners downward diagonally, respectively. The
head corner is determined by combining all the candidate segments among the HL, LH, and HH subbands
because the desired signature is probably present at any one. The connected facial edge candidate with equal
and above length of extrema number is then identified and located while the candidate segment of the head
corner is detected. The final FOI location will be accordingly modified as illustrated in bold lines of Fig. 2(b),
which are composed of the head corner and the facial edge. It is noted the FOI refining output will keep the
same as the earlier framing result if there is no candidate segment available at the extreme case.

4  Face Databases and Experimental Results

In this section, we present the results calculated on BiolD [8] and Visionics [9] databases, respectively. The
first test set, a face database of mixed head inclination, gaze direction, hairstyle, gender, race, and age
consisting of 1521 images (384 x 288 pixels, gray level) of 23 different persons, which has been recorded
during different sessions and places at the BiolD company headquarters. During the recording special
emphasis has been laid on real world conditions. No restrictions on wear (clothes, glasses, etc), make-up,
hairstyle, etc., were imposed to the participants. The second one is a commercial database, which comes from
one of the leading pattern recognition systems available on the market. The database contains 120 color
images with various sizes, each one showing the face of one out of 120 different test persons. For the purpose
of determining system performance it is important to establish a clear definition of output classification.
Successful face localization was defined as having at least FOI including both eyes, nose, and mouth located
correctly. Localization rate is hereby defined as the ratio between the number of faces successfully localized
and the number faces determined by a human. Some examples of face detection are shown in Figs. 3 and 4.
Fig. 3 shows the examples of our results including correct and erroneous framing for the BiolD test set,
respectively, while Fig. 4 shows the examples of Visionics test set. Experimental results have demonstrated
the effectiveness of the proposed method with localization rate 97.9% (1489/1521). However, it is also
observed that the bounding rectangle (frame) for FOI may be larger than desired (background is not added to



the face) or improperly located when the faces are incomplete, with curl hairstyle, too dark, or too light,
which complicate the face localization task considerably. The same is true for the framing when the head
rotated excessively. In comparison to the results of the existing works, we would like to specially mention the
results of [10] with 92.8% and [11] with 94.5% experimented on the same BiolD data set as ours. It should
be noted that it is hard to make a fair and an effective performance evaluation due to the lack of a common
performance measurement for the face detection algorithm.

To further compare the performance of the proposed method with the currently available on-line face
detector developed by Garcia [3] and Delakis at University of Crete, two data sets containing 100 random
sample images taken from the BiolD database and Visionics respectively are adopted to test the interactive
demo system, which is located at http://aias.csd.uch.gr:8999/cff/. For the former dataset, our scheme
performs slightly better than the Crete face detector with a successful detection rate of 97% while the quality
of framing is also considered. No false dismissal is obtained using our scheme whereas three false dismissals
(3%), for which the example images given no face found can be referred to Fig. 3, are obtained using the
Crete face detector. It is interested to note that the last two of three false dismissals as shown in Fig. 3 from
the Crete face detector are as well as failed to detect in Ref. [11], which implies that there are similar failure
modes between them. Nevertheless, we have a completely different failure mode in the sense that the
abovementioned images can be detected by our algorithm. Considering both our method and the Crete face
detector, over-framed FOI cannot be totally avoided. In terms of speed, our system is faster, operating at an
average processing time 1.6 ~ 2.1 sec per BiolD image on a 1.0 GHz Pentium I11 PC. On the other hand, the
Crete face detector processed at an average of 2.0 ~ 4.7 second per image on the same test data but on a
different platform.

As presented in Fig. 4 for the Visionics data set, on the other hand, our algorithm detect 109 of the 112
faces which means a successful rate of 97.3%, whereas the Crete detector detects 98 faces of the 100 faces,
leading to a successful detection rate of 98%. We observed that our detector failed mainly for faces of too
dark. The main reason is that due to the dim lighting, which hides a significant part of the face, the number of
extrema number in the LH subband is too few to detect the horizontal face boundary.

5 Conclusions

The presented framework led to fine face localization results, which did not involve sophisticated methods, is
suitable for the application such as video telephony requiring the low-delay and limited computing power. A
general face detection scheme may need to segment out the accurate face contours, however, thereby
increasing the implementation cost.
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(b)

Fig. 1 (a) Original BiolD image with located bounding box for FOI. (b) One-level decomposed wavelet
subimages with extrema density 0.03~0.015 and detected facial edges.



(a)

(b)

Fig. 2 (a) BiolD examples with improper localization and refined results. (b) The refining processes of (a)
improved by using the head contour detection.

Fig. 3 Examples of correct and erroneous localization on BiolD test images.

Fig. 4 Examples of correct and erroneous localization on Visionics test images.
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Abstract

Effective image handling and processing are impossible without a proper assessment of
image information content. A correct notion of the latter is not always well defined. Most
often, it is used in the Shannon’s sense, which deals only with an averaged (over the whole
picture space) image information assessment. Human visual system rarely relies on such
estimations. On the contrary, it is very effective in decomposing the observed scene into its
particular meaningful constituents. That means, performing image objects segmentation in
accordance with image information content. We argue that information content definition
in Kolmogorov’s sense is more suitable for such sort of tasks. Following the concepts of
the Kolmogorov complexity theory, image information content can be defined as a set of
descriptions of image data structures discernible (segmentable) within an image. We
propose a technique for creating such image information content descriptions, which
supposes a top-down unsupervised image segmentation procedure. We provide some
illustrative examples, which demonstrate the effectiveness of this approach.

Keywords: Image understanding, image information content, image segmentation, image
description.

1 Introduction

For humans, visual information was always the richest source of knowledge about their surrounding. However,
despite of the growing use of various forms of imaging, the basic notion about what is visual information and
what it essentially implies remain intuitive, uncertain and ambiguous. Most often, the expression “image
information content” is used in the traditional Shannon’s sense, which implies an average measure of uncertainty
associated with an image generating process. But recently, it has become appreciated that measuring the
randomness of a picture does not capture its inherent structure, that is, the intricate correlations between its
constituents. It became generally agreed that information content is more adequately represented by the measure
of image complexity, which reflects the regularities present in an object above and beyond pure randomness.

In the beginning, the idea to use complexity as a measure of information content was introduced
(independently and approximately at the same time) by R. Solomonoff (1964) [1], A. Kolmogorov (1965) [2],
and G. Chaitin (1966) [3]. It seems that a name like “Solomonoff-Kolmogorov-Chaitin Complexity” would be
more suitable in this case (to give proper credit to all of the inventors). But over the time, the name
“Kolmogorov Complexity” has become far more widely used. Following the general preference, we shall also
use it in the subsequent discussion.

Following the theory of Kolmogorov’s Complexity, we propose to define image information content as a set of
descriptions of discernable image data structures perceived at different visibility levels. As such, three perceptual
description levels can be generally distinguished: 1) the global level, where the coarse structure of the entire
scene is initially outlined; 2) the intermediate level, where structures of separate, non-overlapping image regions
usually associated with individual scene objects are delineated; and 3) the low level descriptions, where local
image structures observed in a limited and restricted field of view are resolved. Assuming that the descriptions
are created with a syntactically defined and fixed language, the total length of the descriptors may be considered
as a quantitative measure of the image contained information.
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2 Creating Information Descriptors

Kolmogorov’s Complexity is a mathematical theory devised to explore the notion of randomness. Its basic
concept is that information contained in a message (obviously, an image can be considered as a message) can be
quantitatively expressed by the length of a program, that (when executed) faithfully reproduces the original
message, [4]. Such a program is called the message description.

Various description languages can be devised and put to use for the purpose of description creation. Therefore,
it is only natural to anticipate that a specific language will influence the length of the description and its
accuracy. One of the important findings provided by Kolmogorov’s complexity theory is the notion of language
invariance, [5]. That is, the description language, of course, affects the length of object’s description, but this
influence can be taken into account by a language dependent constant added to the body of a language
independent description, which actually is the Kolmogorov’s complexity of an object. The latter determines the
absolute amount of information in an individual object, and thus can be called the absolute Kolmogorov’s
complexity, [4]. The problem, however, is that this absolute Kolmogorov’s complexity is (theoretically)
unconstrained and, thus, it is practically uncomputable.

This topic would sound less discouraging if we will give up in advance the necessity of a perfect and accurate
information description, if we would be pleased with its less complete and precise version. Practically that means
that some part of image information would remain undiscovered and undescribed [5]. But essentially, we seldom
use all the available information. Far more important for us is the insight of Kolmogorov complexity theory that
in any case effective object description must commence with the simplest object structure delineation. An
important equivalence between the shortest object description and the simplest object structure is established,
[6]. The best way to achieve an object simplification is a some sort of object compression, when the existing
object regularities are simply squeezed out from it. A hierarchical and recursive strategy for a description
creation is thus emerged: Beginning with the simplified and course object structure, the description is
subsequently augmented with more and more fine details unveiled at different hierarchical levels of object
analysis and description.

3 Relevant Background

Traditional approaches, which deal with information content descriptions (like the recently introduced MPEG-7
standard), proceed with information features gathering (for the purpose of information descriptors creation) in a
quite different manner. The widespread bottom-up information gathering approach is concerned, first of all, with
processing of low-level elementary information pieces, which are initially searched and retrieved over the entire
image space. Later they are grouped and aggregated into larger agglomerations, which are fed to the higher
system levels for farther (higher-level) processing. To accommodate for external (user or system) requirements,
that is, to incorporate the rules and principles by which disordered information pieces are combined and
aggregated, a supervised top-down control flow is generally assumed. Its aim is to mediate the bottom-up
information gathering. It is generally believed that this supervised intervention of a top-down conscious control
leads to a more suitable and more task-fitting low-level information features acquisition, [7].

The roots of such preliminary bottom-up processing can be traced back to Treisman’s Feature Integrating
Theory [8] or Biederman’s Recognition-by-components theory [9]. Relying on the evidence from human
attentional vision studies, they were the first to propose the bottom-up manner of primary information gathering.
However, the latest evidence put the correctness of the traditional approach in doubts. To properly understand
the point, some words must be spent on the peculiarities of human vision: Human eye’s retina has an odd
structure — only a small fraction of its view field (approximately 2° out of the entire field of 160°, [10]) is densely
populated with photoreceptors. Just this small fragment of the retina (the so-called fovea) is responsible for our
ability to see a sharp and clear picture of the surrounding world. The rest of the view field is a fast descending (in
spatial density) placement of photoreceptors (from the fovea outward to the eye’s periphery), which provides the
brain with crude and fuzzy representation of the observed scene. To compensate for the lack of resolution over
the entire visual field, continuous eye movements (also known as eye saccades) are performed, sequentially
placing the high-resolution fovea over various (information rich) scene locations.

According to attentional vision theories the decision to make a saccade and to fix the fovea over a new image
location precedes high-resolution (low-level) image information gathering, and hence, it can be yielded only by
the coarse and poor information delivered by the peripheral vision. The flow of new evidence convincingly
supports this suggestion: visual recognition/categorization tasks use “express”, but comparatively imprecise and
coarse-scale representations, before the fine-scale representations are acquired [11], the first signals reaching the
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highest processing levels are from the eye’s periphery, not from the fovea [12]. Not less surprising is the
evidence that traditional assumptions about top-down intervention from the upper cognitive levels simply do not
hold here. In most of the cases, saccadic movements are guided preattentively and unconsciously [13].

This flow of evidence from empirical studies of human attentional vision quite well support and come in
agreement with the insights of the Kolmogorov’s Complexity theory. Slightly twisted to fit the case of image
information content exploration, the latter can be finally (and in brief) summarized as follows:

e Image information content is a set of descriptions of the observable image data structures.

e  These descriptions are executable, that is, following them the meaningful part of image content can be
faithfully reconstructed.

e These descriptions are hierarchical and recursive, that is, starting with a generalized and simplified
description of image structure they proceed in a top-down fashion to more and more fine information details
resolved at the lower description levels.

e  Although the lower bound of description details is unattainable, that does not pose a problem because
information content comprehension is generally fine details devoid.

4 Implementation Issues

Following the modern concepts of selective attention vision and the insights of Kolmogorov’s Complexity
theory, we propose a new way for unsupervised top-down image segmentation facilitating meaningful
information content revelation and gathering. . Its architecture is shown in Figure 1, and it is comprised of three
main processing paths: the bottom-up processing path, the top-down processing path and a stack where the
discovered information content (the generated descriptions of it) are actually accumulated.

To facilitate the requirement for a top-down directed processing, we introduce a hierarchy of multi-level
multi-resolution image representations called multi-stage image pyramid [14]. Such pyramid construction
generates a set of compressed copies of the original input image. Each image in the sequence can be seen as an
array that is half as large as its predecessor. The rules of this shrinking operation are very simple and fast: four
non-overlapping neighbour pixels in an image at level L are averaged and the result is assigned to a pixel in a
higher (L+1)-level image. This is known as “four children to one parent relationship”.

Bottom-up path Top-down path Object list

Last (top) level

R \ Top level object descriptors
4to 1 comprsd | |Segmentation Object shapes >,
image Classification Labeled objects -
A
Y
4 to 1 compressed Level n-1 - 1 to 4 expanded \ Level n-1 objects -
image el object maps \ el
B C.
Y
4 to 1 compressed 1 to 4 expanded .
comp Level T bi P Levl 1 obj.
image > object maps
A
Y
Level 0 LO
L > 1 to 4 expanded
Original image ]
object maps

Fig. 1. The Block Diagram (Schema) of the suggested approach

At the top of the pyramid, the resulting coarse image undergoes a round of further simplification. Several
image zones, representing perceptually discernible image fractions (visually dominated image parts,
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super-objects) are determined (segmented) and identified by assigning labels to each of the segmented pieces.
Since the image size at the top is significantly reduced and since in the course of the bottom-up image squeezing
a severe data averaging is attained, the image segmentation/classification procedure does not demand special
computational resources. Thus, any well-known segmentation methodology will suffice. We use our own
proprietary technique that is based on a low-level (local) information content evaluation [15].

The technique first outlines the borders of the principal image fragments. Then similarly appearing pixels
within the borders are aggregated in compact spatially connected regional groups (clusters). Afterwards, every
cluster is marked with a label. Thus, a map of labeled clusters, corresponding to perceptually discernible image
regions, is produced. Finally, to accomplish top-level object identification, for each labeled region its
characteristic intensity is computed as an average of labeled pixels. This way, a second (additional) segmentation
map is produced, where regions are represented by their characteristic intensities.

From this point on, the top-down processing path is commenced. At each level, the two previously defined
maps are expanded to the size of the image at the nearest lower level. The expansion rule is very simple: the
value of each parent pixel is assigned to its four children in the corresponding lower-level map (a reversed
shrinking operation). Since the regions at different hierarchical levels do not exhibit significant changes in their
characteristic intensity, the majority of newly assigned pixels are determined in a sufficiently correct manner.
Only pixels at region borders (and seeds of newly emerging regions) may significantly deviate from the assigned
values. Taking the corresponding current-level image as a reference (the left side, bottom-up path belonging
images), these pixels can be easily detected and subjected to a refinement cycle. Here they are allowed to adjust
themselves to the “proper” nearest neighbors, which certainly belong to one of the previously labeled regions (or
to the newly emerging ones).

In such a manner, the process is subsequently repeated at all descending levels until the
segmentation/classification of the zero-level (original input image) is successfully accomplished. It is clear, that
the reconstructed image is not a “Just Notified Distortion” version of the original one. However, for most
decision making purposes an exact detail-preserving information content description of an image is irrelevant. At
every processing level, every image object/region (just recovered or an inherited one) is registered in the objects’
appearance list, which is the third constituting part of the proposed scheme. (Notions of object and region are
used in the paper interchangeably). The registered object parameters are the available simplified object’s
attributes, such as size, center of mass position (coordinates), average object intensity and hierarchical and
topological relationship within and between the objects (“sub-part of...”, “at the left of...”, etc.). They are
sparse, general, and yet specific enough to capture the object’s characteristic features in a variety of descriptive
forms.

This part of the processing scheme is (we suppose) the most suitable and natural place for external user
interaction (a place for the “classical” top-down interference). User-defined task-dependent requirements can be
easily formulated in human-friendly and human-accustomed forms, which are provided (supported) by the
description implementations. The desired levels of description details are transparent (in the list) and are easily
attended.

5 Experimental Results

To illustrate the qualities of the proposed approach we have chosen an unfamiliar (to most of the potential
readers) picture 89072 from the Berkeley Segmentation Dataset [16]. By doing this we want to eliminate biasing
of the observer’s judgement about what is the right segmentation and to direct the observer’s attention to the
quality of segmentation pieces and their appropriateness to the final object segregation and decision making.

Fig. 2 represents the original image, Figs. 3, 4, and 5 are examples of the original image decomposition to
regions of various detail complexity. Level 5 (Fig. 3) corresponds to the near-top-most hierarchical level (in this
particular case, for the size of this particular image the algorithm builds a 6-level hierarchy). Level 1 (Fig. 5) is
the lower-end-closest decomposition. For space saving, we provide only few examples from the image
segmentation gallery, which for the reader’s convenience are all expanded to the original image size. Extracted
from the object list, the numbers of distinguished (segmented) at each corresponding level regions are also given
in the capture of each figure.

Because real object decomposition is not known in advance, only the generalized intensity maps are presented

here. But it is clear that even such simplified representations are sufficient to grasp the image concept. It is easy
(for the user) now to define what region combination depicts the target object most faithfully.
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Fig. 2. Original image, 324 x 480 pixels. Fig. 3. Level 5 segmentation, 17 object-regions.

Fig. 4. Level 3 segmentation, 54 object-regions. Fig. 5. Level 1 segmentation, 165 object-regions.

6 Conclusions

We presented a new technique for unsupervised image information content generation and top-down image
decomposition to its constituent visual sub-parts. We rely on a hybrid bottom-up/top-down strategy which
produces the simplest (the shortest, in terms of Kolmogorov’s Complexity) description of image information
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content. The level of unveiled description details is determined by the structures discernable in the image data
and, thus, is independent from user intentions.

Despite a seeming similarity to the established multimedia content description standards, which (like MPEG-7
standard, e.g.) provide means and rules for image information content creation and Schemas for Object
Description Design, our proposed approach is principally different:

- MPEG-7 description creation relies on a bottom-up process, [17]. This poses extreme difficulties for the
initial object segmentation/identification. Therefore such a task is left beyond the standard’s scope.

- MPEG-7 is not supposed to provide image reconstruction from the descriptions. Analogously designed
descriptors can only be used for image comparison and similarity investigation purposes, (such as in Content
Based Image Retrieval and other Web-related applications, [18]).

With respect to the standardized techniques, our approach has palpable advantages. We provide a technique
that autonomously yields a reasonable image decomposition (to its constituent objects), accompanied by concise
object descriptors that are sufficient for reverse object reconstruction with different levels of details.
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Abstract

This paper presents the tracking and analysis of lifting. Included in this paper is tracking along
important regions of the body such as the torso. We propose a method which detects improper and
proper lifting of large objects as seen in manufacturing and other industrial environments. We also
propose the same method to be used as a tracking device for thetorso and object. This paper includes
a brief description of the ergonomics of lifting and those agpects of ergonomics that we included in
the creation of our algorithm. Through proper classification of important regions of the body, general
conclusions regarding the entities proper or improper method of lifting can be made. Along with the
importance of ergonomics in the world, this paper also addresses the importance of tracking specific
regions over time. By tracking the object that is lifted, a history can be developed on the movement
of the object. In that history, the location of the object at specific times and how and where it was
moved, dropped, etc. can be stored. Therefore this paper presents methods which can help ensure
the safety of the object and the person through computer and camera monitoring.

Keywords: Slhouette Extraction, |mage Segmentation, Background Subtraction, Image Tracking

1 Introduction and Related Work

According to the Bureau of Labor Statistics, one quarter of al injuries on the job are related to the back.
Many companies have designed products like the Ergocube Ergonomic Container. These containers and
others like them are designed to make lifting easier and better for workers. A system set up at a facility
that could detect store workers lifting habits and point out lifting which may cause severe injury would
be beneficial to workers and employers.

Tracking of objects is important to all areas of computer vision. Tracking of the torso is particularly
important because of all the information it gives regardingthe person’s location and posture. Tracking the
object lifted along with the torso of the person can together yield very important information on lifting
for surveillance and monitoring purposes. Certain actionssuch as a lift can be classified as gestures along
with other actions such as a wave or clap. See the following papers for more information on human action
and recognition of gestures: [3], [4], [5], [6], [7], [8].

1.1 Components Used in our Algorithm

There are two components taken from other work that are used in our algorithm. Both of these compo-
nents were modified slightly to be used in our application.

*A special thanks to my advisors who oversaw my work.
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1. Rutgers Segmentation: The work done by [2] uses a simple nonparametric density estimation al-
gorithm for feature space analysis. In this algorithm there are three methods for segmentation,
under-segmentation, over-segmentation and quantization. For our method we used under segmen-
tation which corresponds to the lowest segmentation resolution.

2. Knight System: The method implemented in the Knight System is used in our algorithm for its
background subtraction algorithm as explained in [1]. The result of the difference between the
background model and the subsequent frames in a sequence is asilhouette of the person. When
an object in the background model is moved it becomes a part of the silhouette also, thus the
object is in two places at once. In order to determine which pixels are valid foreground pixels the
gradient and color based background difference are taken. The magnitude of the gradient in the
background model at the object’s original location is low but in the current frame where the object
is moved the magnitude of the gradient is high because the location of the object has changed.
A threshold, called the edge-ratio, is then applied to the product of these two gradient values.
When the edge-ratio threshold is set very low the background model is not updated with the new
uncovered background when an object is moved. When the edge+atio threshold is set very high
the old background model is then updated with the new backgraund pixels when an object in the
background model is moved. Taking the difference between the result of an image with a high
edge-ratio and a low edge-ratio results in a region that is the objects original location that will be
called the candidate object region. For a more detailed explanation of the Knight System and the
use of gradient based subtraction see [1].

2 Silhouette Extraction

The first step to extracting a definite region for the torso and object is to use background subtraction to
extract a silhouette of the person and objects moved. We use the background subtraction from [1]. In
that approach we change the edge-ratio, as described in section 1.1.2, to 65%?. Because objects move
from background to foreground when they are lifted in the scene, we do not want to include them in
the bounded region after they are set down and no longer part of the silhouette. Using our connected
components algorithm we accept only the connected regions of the background subtracted image.

In our connected components algorithm we first go to the background subtracted image with a 65%
edge-ratio. At every white pixel in this binary image of the silhouette we dilate. Our connected compo-
nents algorithm then finds the largest component of white pixels and keeps all other components within
10 pixels horizontally and 50 pixels vertically. We reason that components can be further away in the
vertical and still be likely candidates of the silhouette whereas components that are far away in the hori-
zontal are much less likely to be part of the silhouette. This conclusion is made due to the understanding
that most people are taller than they are wide. The thresholds we chose may very as video sequences
vary in complexity, however, these values worked best for the sequences that will be mentioned in the
Results section.

Using the bounding box above, we then divide it into four different rectangular regions where the
head-region is the top 16% of the bounding box and the torso-region is the next 33% of the region. The
final 51% of the bounding box is then divided into two, where the top half is the upper leg-region and
the bottom half is the lower leg-region. These individual rectangles in the bounding box give a region
where most of each corresponding part of the body is likely to be found. These values were obtained
through experimentation with video sequences we worked with and through work done by a previous
REU? student who worked before me on carried bag detection at the University of Central Florida.

1This value allows for shadow removal, ghost object removal a well as large luminance changes which could result in
erroneous background subtraction. This number was obtained by reading [1] and testing with many types of images with
varying luminance and complexity.

2Research Experience for Undergraduates funded by the National Science Foundation
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3 Bounding Box Segmentation and Torso Identification

The next step is to locate the torso in the bounding box. The torso is always found in the torso-region
just below the head-region. Sometimes part of the torso is cut off by the head-region, therefore we
look in both regions for the torso. By combining the result from the segmentation image and background
subtraction image we find the segmented region with the highest percentage of background subtraction
pixels. This method extracts the torso while the torso is in view. The method fails when the background
is nearly the same color as the torso region of the foreground. In this extreme case even the background
subtraction might fail. It is my goal in the future to use shape, contour®, and gradient based information
along with color information to locate and track the torso.

To solve the problem that may occur when separate regions are very close in color, we store the
location of the torso pixels when identified for certain, and that location is not updated to a new position
until a new confirmed torso region is found. The torso-region is tracked much like the object, which will
be explained later on. Based on a history of the movement of the torso we can then predict approximately
where the torso will be in the next frame by finding the average change in the horizontal and vertical
components of the vector created by the movement of the torso from frame n to frame n+1. This same
optical flow method is also used for minor occlusions when the torso region is not in complete view.

Once the torso is extracted we then find the second moment* line for the region to simulate the person’s
backbone. By tracking the orientation of this line with respect to the vertical we can determine when and
how much their back is tilting. The torso algorithm depends greatly on the success of the detection of
the object. Our algorithm confuses the object for the torso if our object tracker is turned off. Therefore
they need to work together for the best results.

4 Visual Characteristics of a Lift

Our lifting detection algorithm is weighted by three parameters. When all three parameters are consid-
ered true the system concludes that a lift has occurred. In order to determine where the object is we
assume that when a large object is picked up the person will descend over a certain threshold®. We use
the first 0.6667 sec after the person has come into view to determine the average height of the individual.
From that moment on after every lift the average height is recalculated over 0.6667 sec. As a person
moves around lifting various objects the height of the person decreases as the person moves further away
from the camera®. By recalculating the height throughout the sequence this ensures the accuracy of de-
tecting a lift properly. If the person descends pass the threshold and then comes back over that threshold
we conclude that the person has bent down and is how coming badk up. This motion, called a squat, is
the first parameter used to determine when to search for an object.

From the moment that the person is in view we calculate the silhouette’s average width using the
minor axis of a best fit ellipse. Before the person completes the squat we calculate the average width
over 0.2 sec. Using the minor axis of the best fit ellipse for the silhouette we determine if the minor
axis has increased by more than a certain threshold’. At this point, when the second parameter has been
satisfied, we assume the person is holding something. Based on these two parameters we then go to the
third parameter which will be explained below in the object detection section.

3my current research has been using the heat differential equation to find contours.
*The second moment of inertia is mathematically defined as [, .., r*dxdy
5This value can be set based upon the type of input images ‘

8This phenomena is called parallax

"This value is set by the user
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5 Object Detection

Once we know that the person has gone up and down, the squat parameter has been satisfied. We can
then look for the object and begin tracking. We determine the candidate region for the object through the
method described in section 1.1 Components Used in our Algorithm item 2 Knight Method. Based on
the method used in the Knight System we chose to take the difference between the result of the image
with the edge-ratio set at 40% with the result of the same image with the edge-ratio set at 80%. The
difference between these two resulting images produces the candidate object region. We chose 80% and
40% because these values created the best results for the video sequences we tested, however these value
may need to be adjusted based on varying background and lumirance conditions in that may come to
exist in an image.

The candidate object region obtained from some frame n is then tracked through the k frame history
from the oldest fram in the history to n using Sum of Squared Differences, which will be explained in
more detail in the next section. For our system we chose the value of forty for k. Through experimentation
with video running at 30 fps, forty frames or 1.333 seconds of video is the best value for k because this
value keeps track of a long enough history for the lifter to lift the object. If lifting takes longer than
forty frames the value can be increased. | chose forty in particular to save computation time and space.
As long as the history is shorter than the number of frames between two consecutive lifts the method
will work. If the history is too large then the system will fail because it will overlap the lifting of more
than one object. With more than one object lifted in the history sequence the system will not be able to
distinguish which of the two objects is currently being lifted.

6 Object and Segment Tracking

Once the object is detected as explained above, we use our k frame history to find the current location of
the object®. When the candidate object region is located, the object is then tracked through the k frame
history up to its current location. Tracking is done through a method of Sum of Squared Differences
(SSD). The candidate object region is used to generate a mask of pixels which is the maximum rectangle
generated from the candidate object region. The (R,G,B) pixel values are then taken form the original
color image based on the location of the rectangular mask obtained. Once the best fit mask is found for
the object we then recursively fill the object region. Taking each neighboring pixel individually, if the
pixel difference with its neighboring pixel is less than or equal to some threshold for each component in
the color vector (R,G,B) then the new pixel is stored in the mask. The object pixels are then eroded and
dilated and finally a new mask is generated®.

Once this optimal mask O,.¢; is found, the method looks to the next frame in the sequence and deter-
mines which possible mask N,.,;, has the smallest difference.

5 5
min Z Z ((Orgb_Nrgb)2) @

r=—5y=—>5

If the object is, for example, a backpack, and the person turrs around, the object becomes occluded by
the person’s torso. In order to solve this tracking issue we first determine when the object is occluded.
If the result from equation 1 deviates more than some threshold value from O,.,;, we place the bounding
box and the pixel locations of the mask in the middle of the torso. While the new location of the mask
is inside the torso, the original color values are still stored. We continue to search for the object in some
neighborhood!® while the object is occluded. When the object comes back in view after the occlusion

8The lifted object is not identified until the object has been significantly moved from its old location.

°In this new region, every other pixel is stored as the tracking mask to reduce the time it takes to search for the best translation
of the mask that corresponds to the object.

This neighborhood is defined by the user and varies based on the resolution of the image.
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we then pick up the object again when the result from equation 1 falls in the reasonable region of some
threshold. This method for occlusion works only when the person is occluding the object while carrying
or lifting. It is our goal to improve this method to handle all kinds of occlusion. The tracking thresholds
were chosen by us because they worked well for our images but these values can be tightened or relaxed
based on the detail of the video sequence and are independent of the design of the algorithm itself. The
higher the resolution and more pixel information that exists the more strict the tracking thresholds can
be when searching for the best mask translation.

7 Determining Proper and Improper lifts

The primary injury to the body in an improper lift is to the spinal column. When the back is arched or
bent it puts uneven stress on the spine. The spine is a collection of vertebra stacked on one another in
a column separated by discs that allow the spinal column of bones to bend without grinding each other
and wearing away at the bone. When an object is lifted with the spinal column vertical or very near
vertical the vertebra and discs compress evenly together. However, when the spinal column is bent or
arched the line created by the force of the load on the spine dowvnward compared to the line created by
the spinal cord is increased. As the angle is increased the more unevenly the force is being dispersed
over the vertebra. This uneven dispersal of force over the vertebra damages the spinal column causing
back pain.

Based upon the extraction of the torso-region and object-region we can make many conclusions on
proper and importer lifting. While the person is lifting the object, we can determine how many degrees
their back has bent by finding the angle between the ground and the best fit line of the torso-region.
This method works as long as the lift occurs in a reasonable profile view. Determined by our research,
a reasonable view is maintained when the person is not turned more than 45 degrees from the profile
position during a lift. Once they have lifted the object the system works with a fixed camera as long
as the person stays in view and not in front or behind the object being lifted. The system fails under
these two scenarios because the object is tracked based upon edge detection and when the person and the
object are blended together in a lift the edge detection fails.

According to an Ergonomic Survival Guide for Laborers created by Cal/OSHA, lifting or carrying
a 10 pound object 25 inches from your spine is equivalent to 250 pounds of force on your lower back
whereas the same 10 pounds carried 10 inches from your spine is equivalent to 100 pounds of pressure
exerted on your lower back. It is difficult to make conclusive measurements of the distance of the object
from the spine unless a constant profile view is maintained. Therefore, for now we use the degree the
back bends during a lift to detect an improper lift. For now, if the back bends more than 30 degrees
during a lift we consider this improper and the person lifting may be putting their self in serious danger.
This value can be changed based on more study done in the area of ergonomics.

8 Discussion and Future Work

The sequences in the table varied from lifting single objects including bags, boxes and trash cans to
lifting up to three objects in one sequence. We also tested a sequence were a person bent down to lift an
object but failed to lift.

Our algorithm works very well for these sequences. Our algorithm depends primarily on good back-
ground subtraction. Poor lighting is a primary cause to failure in our algorithm. Occlusion during lifting
also causes our method to fail in detecting the object. It is important that the object be more than half in
view for the lifted object to be properly tracked. Tracking the torso almost never fails. However, if the
object detection fails and the object is brought close to the torso then our method has a high probability
of confusing the torso with the object!!.

11n all of our sequences, if the object is detected with accurately then the torso is detected accurately as well.
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sequence name frames | lifts | correct | id torso | id object
LIFTLEAVE 600 1 1 100% 100
NOLIFT 720 0 N/A 100% N/A
SITNOLIFT 288 0 N/A 90% N/A
LIFTSET 780 1 1 91% 95%
LIFTBAGOCC 1140 1 1 93% 100%
THREELIFTOCC | 2220 3 3 98% 93%
LIFTLEAVE2 222 1 1 100% 60%

For now it is very difficult to determine an improper and a proper lift if a reasonable profile view is
not maintained.Therefore, we propose that in the future, if four synchronized cameras were placed at 90
degree intervals around the person this would eliminate the problem of not seeing enough of the person
to distinguish between an improper and proper lift.

The system works very well for larger objects that range from about a quarter to half the size of
a person. Once the object size begins to deviate from this optimal range it is difficult to locate the
object. For small objects, sometimes a persons hand covers most of the object during a lift, and this can
sometimes cause problems with the current method of tracking which is based primarily on color. Even
though the object may be lost, the torso is still maintained and the system knows that an object has been
lifted, however the location of the object in this case may be unknown. Judgments can still be made on
the lift but not as well as having the exact location of the object with the location of the torso. When
an object becomes too large there is not much displacement of the object during a lift and ours system
fails here. Our algorithm depends on the nearly complete displacement of the object from its original
position.
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Abstract

This work presents a biometric method for identification vector building based on
human iris features. The proposed work is based on iris texture features analysis and
extraction. The work is divided in 3 steps. In the first, the eye image is preprocessed
and Hough Transform for circles does the iris localization and segmentation. In the
second step, the iris features information is extracted by a second order statistical
approach, using the Haralick’s texture features as classification parameters. Finally in
the last step, the information is saved in a feature vector that can be used for iris
recognition.

Keywords: Haralick, pattern recognition, biometrics, iris, texture.

1 Introduction

Biometry is the group of automatic methods used in people recognition, based in physiological or
behavioral features. Examples of behavioral features are signature, gait, voice, etc. Examples of
physiological features are fingerprint, face, iris, hand geometry, the veins in ocular retina, etc. One
of the biometric advantages, if it is compared with conventional methods, is the possibility of
identify, authenticate and localize people without requiring that they carry cards or memorize
passwords [1].

Recently, the number of studies and researches in iris recognition has increased significantly. This
crescent increase happens because, in identification systems, iris is more efficient, stable and
accurate than the others biometric features [2].

The iris is the circular and retractile membrane, which is localized in the center behind the ocular
globe. It’s situated between the cornea and the anterior part of crystalline, and it has an orifice, the
pupil. The fig. 1 shows the iris position in relation to a person eye.

Retina ) Iris

Macula — Mnea
F - "

Pupil

Vitreous I Crystaline

Fig. 1. Eye anatomy.
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Formed by a multi-layer structure, the iris has a very complex color and shape pattern. It can be
observed in fig. 2.

Ciliar zone -

ESCLERA

Fig. 2. Iris structure seen in a frontal sector.

The human iris possibility of been used as a biometric signature was first suggested by
ophthalmologists [3]. They verified, through clinical experience, that each iris had a very detailed
texture.

Recognition biometric systems based on iris study are possible because of some features. The most
important of them is the iris uniqueness, which is a result of the chaotic organization of its patterns,
established by the initial conditions in the embryonic genetic, [4]. The probability of two people
having the same iris pattern is estimated in one in 10" people. As written in [5], the right and left
eyes of the same person have different texture patterns.

Another important feature is the iris stability. A normal iris is usually lubricated and preserved by
the cornea and aqueous humor, becoming one of the most protected organs in a human body.
Besides, the localization, size, shape and orientation remain stable and fixed from about one year of
age throughout life [6].

2 Iris localization

The iris localization in an image is the task of find a ring situated between the pupil and the
sclera. It is equivalent to finding non-concentric circles which determinate the internal and
external borders of the ring. The method used in this work finds the center coordinate and
the ray of the pupil, which is the internal border of the iris, through the Hough Transform
(HT) for circles [7].

Compared with all others parts in the image, the pupil is much darker. So, after the application of a
threshold, followed by an edge detector, the image will be ready to the Hough Transform
technique.

The width of the iris ring used is fixed, separating just the iris region near the pupil.

Due to partial iris occlusion by the eyelid and eyelashes, the upper part of the iris ring was removed
and it is not used in the algorithm sequence. The fig. 3 shows an original image (a) and the same
image after the iris localization (b).
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(&)
Fig. 3. (a) Original image. (b) Segmented iris.

After the pupil and consequently the iris localization, the system becomes robust to the pupil size
and the position of the eye in the image.

3  Haralick’s features

In this work, it is proposed an iris feature extraction methodology based in the Haralick’s approach
[8]. It uses second order statistics, by analyzing the relative position of the image pixels. Through
this method, distinct images with equal first order histograms still can be differentiated.

The second order statistical measures are done in probabilities’ distributions or co-occurrence
matrixes. These matrixes (GLCM - gray level co-occurrence matrix) are bi-dimensional
representations showing the spatial occurrence organization of the gray levels in an image. They
represent a bi-dimensional histogram of the gray levels, where fixed spatial relation separates
couples of pixels, defining the direction and distance (d,&) from a referenced pixel to its neighbor.
To build these matrixes, the couple of pixels’ variation is done in the following angles: 0°, 45°, 90°
e 135°, originating four distinct co-occurrence matrixes.

After computing the co-occurrence matrixes, several second orders statistical calculus can be
calculated, including the Haralick’s features. These are the features used in this work:

e Second Angular Moment (SAM): measures the local homogeneity of gray levels in an
image. The SAM equation is given by:

n-1 n-1
SAM =3 > [P(i, j.d.0)f (1)
i=0 i=0
o Contrast: it measures the local quantity of gray levels in an image. The Contrast
equation is given by:
n-1n-1
Contrast = Z Z (i- j) P(, j,d,6) (2)

o Entropy: also called as dlsper5|on degree of the gray levels, it measures together with
the SAM, the homogeneity in an image. The Entropy equation is given by:

n-1 n-1

Entropy= > > P(i, j.d, &) log,[P(i, j.d, 0)] 3)
i=0 =0
e Inverse Difference Moment (IDM): The IDM equation is given by:
n-1n-1
IDM = PG, j,d, 0
.Z;‘.Z;‘H(—) (i, j.d.6) (4)

e Correlation: it represents the linearity dependence of gray levels in an image. The
Correlation equation is given by:
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n=1n-1
2 2 i-j-P(i,],d,0) - puxpy 5
Correlation = 1=01=0 ®)
O'ng
Where,
n-1n-1 n-1n-1

- i-P(,j.d,0), = j-P(,j,d, o
Hy EOEOI (i,j,d,0), ny 22 (i,j,d,0)

n=1n-1 2 o n-1n-1 o
z zu P(i, j,d,0) -~ uy , oy = 2 ZJ -P@,],d,0) - uy

And, 1 and 4 represent the mean in X and Y direction, and oy and oy represent the
variance.

4 Feature vector

In this work, the segmented iris is divided into six sectors having the same size, as showed in fig. 4.
The number of sectors was defined to increase the classifying method efficiency through the
texture features.

Fig. 4. Segmented iris divided in six sectors.

For each sector, the five Haralick’s features are calculated resulting in a feature vector with 30
values. This vector will be saved in the database or used in an identification or authentication
process.

5 Image database

The image database used to test the algorithm, CASIA version 1.0 [9], was developed by the Iris
Recognition Research Group - National Laboratory of Pattern Recognition (NLPR) from the
Institute of Automation, Chinese Academy of Sciences. The dataset has images with 256 gray
levels, and resolution of 320x280 pixels, captured through a digital optical sensor also developed
by the NLPR. There are 756 images of 108 eyes from 80 people.

In this dataset, seven images were taken from each iris, in two different moments. In the first one,
three images were taken and in the second moment, one month later, more four images were taken.

6 Tests and results

The algorithm finds the proximity of two irises calculating the normalized Euclidian distance of the
two features vectors, as described in equation 6.

(6)

113



R. M. Moreno; A. Gonzaga

The fig. 5 shows an example of the distance calculus between an iris and the others 107 resting in
the database.

2,0
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““f:?&ﬁzﬁzﬁagagﬁﬁsgaggg
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minor distance Iris n

Fig. 5. Euclidian distance example.

For each comparison between two irises' images, the algorithm returns a number. To show if the
vectors are from the same iris, the algorithm compare the value returned with a t (threshold) value,
previous established. With this information, it's possible to evaluate the system accuracy varying
the t value and building the ROC curve (receiver operating characteristic).

To build the ROC curve, it was generated a dataset with the mean feature vector taken from each
one of the 108 irises of the database. The mean vectors were obtained calculating the means among
the seven features vectors from each image of the same iris.

After that, for each t value it was done an authentication try between each database image and the
others 107 irises. As the database has 756 images, 81648 authentication tries were done. During the
authentication tries, the number of false accepted (FA) and false rejected (FR) were found. The
Table 1 and the figure 6 show the FA and FR probability's distribution with the t variation.

Table 1. False accepted probability, Pa) and false rejected probability, Pg)

t PEa Prr)
0,00 100,000% 0,000%
0,05 47,153% 3,571%
0,10 43,496% 3,704%
0,15 39,726% 4,101%
0,20 35,634% 4,762%
0,25 31,469% 6,085%
0,30 27,150% 7,011%
0,35 22,927% 7,804%
0,40 18,671% 9,392%
0,45 14,532% 11,243%
0,50 10,673% 13,889%
0,55 7,347% 17,989%
0,60 4,604% 22,354%
0,65 2,479% 27,910%
0,70 1,024% 35,185%
0,75 0,307% 47,222%
0,80 0,066% 62,963%
0,85 0,002% 78,704%
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Fig. 6. False accept probability, Pea) and false reject probability, Per).

The ROC curve, which represents the system accuracy, is showed in fig. 7 and was built with the

Pa) € Per) values showed in figure 6.
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Fig. 7. ROC curve.
Conclusion

100%

The ROC curve analysis validates the Haralick’s features for using as a biometric feature extraction
of human being, because they can reproduce the iris unique feature. Also, it is possible to conclude
that the way chosen to divide the iris ring is an efficient method to obtain a uniform texture region.

Another important point is that in the majority of the cases, the false accepted and the false rejected
were obtained due to some kind of fail in the iris image. The partial occlusion and the lack of focus
were the principal fail reasons. Fig. 8 shows an eye image with the iris very obstructed, what turns

its identification a hard job.
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Fig. 8. Partial occlusion of the iris.

The identification also becomes difficult when the images, used to build the mean feature vector,
have many differences.
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Abstract

In general a three-dimensional measurement system is established by considering the
geometric configuration of the system, such as CCD camera and structured light, etc.,
because the system measurement is based on the principle of triangulation. Once the
configuration has been determined, it must be maintained until the measurements have
been completed. The main disadvantage of such systems is the dead-angles that
inherently exist in a single image taken from a fixed angle.

This paper proposes a new approach to three-dimensional reconstruction of an object
shape using multiple silhouette images that are taken from arbitrary random angles.
The technique can be realized by utilizing a magnetic sensor that is attached to the
CCD camera. The distinctive feature of this system is that it reduces the limitation of
the target in terms of size, shape and obstruction, etc. but more importantly it reduces
the dead-angle problem of measurement.

Experimental results show the feasibility of our system.

Keywords: Silhouette, Magnetic Sensor, Measurement, Three-dimensional

1. Introduction

This paper addresses a new approach to 3D reconstruction of an object’s shape using a simple setup.
In general, the object to be measured is digitalized from many images that include structured light
(slit-ray) information taken from different positions. Quantitative measurement is established by
considering the geometric configuration between the CCD camera and the structured light [1]-[2].
Although 3D measurement methods have achieved a high level of satisfaction in limited fields,
unmeasurable areas exist in many cases such as behind the object.

In order to reduce the unmeasurable area, a practical hand held laser scanning system has been
developed by BC McCallum, etc [3]-[5]. An electromagnetic spatial locator determines the position
and orientation of a hand-held assembly during the scan. Three-dimensional measurement can be
achieved by just pointing the laser slit at the target.

The problem with systems that utilize a laser, e.g., a hand held laser scanner, is that the results
can be affected by the color of the object. An object with a black or mirror surface cannot be
measured since the CCD camera does not detect the laser light clearly enough from the surface.

It is well known, that the silhouette of an object also depicts the shape of object and can be
determined without using a laser slit. Some researchers use the silhouette information for shape
measurement [6]-[9]. Since this does not rely on the use of a laser, the measurement is not
influenced by the color of the object, and the system is therefore simple and safe. Quantitative
measurement can be achieved by knowing the relative configuration between the CCD camera and
the object. In these systems, a turntable or rotating arm with an attached CCD is often used to
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reduce the dead-angle. The use of a turntable or rotating arm maintains the relative configuration
between the CCD camera and the object while taking quantitative measurements. However, the
restriction of relative movements between the CCD camera and the object limits the size and shape
of the target objects.

In this paper, a measuring system that enables arbitrary free movement of the CCD camera
during measurement is introduced. Many silhouette images are recorded from arbitrary different
angles. As an electromagnetic spatial locator is directly attached to the CCD camera, the sensor
measures the three-dimensional position and the orientation of the CCD camera: at a frequency of
60Hz. Multiple images of the object are taken at arbitrary free angles, including measurement of
the location and orientation of the CCD camera. The information from the different image views is
then combined to reconstruct the 3D object on a computer display with minimum loss of data.

A typical application of this system, the measurement of agricultural products, is introduced in
this paper. Recently in Japan, the quantitative measurement of agricultural products has been made
a requirement to guarantee and maintain quality control. The proposed system has been
successfully applied to quantify a product shape. Experimental results show the feasibility of the
system.

2. System Set-up

The system set-up, shown in Fig.1, is composed of a CCD camera, a 3D magnetic spatial locator
(Polhemus Fastrack) and a personal computer. The receiver of the spatial locator is fixed on the
CCD camera. The location and orientation of the CCD camera is measured at a frequency of 60Hz
by the 3D magnetic spatial locator. Each CCD pixel, at a particular row and column, on the outline
of the silhouette can be represented in camera coordinates p. (the origin of which is on the focal
point of the camera) by considering the camera parameters such as the focal length, resolution, etc.
As we know the relationship between the receiver coordinates and camera coordinates, the camera
coordinates p. can be converted into the corresponding receiver coordinates p.

The spatial locator’s transmitter, which is positioned in the vicinity of the CCD camera, is fixed

relative to the object. The spatial locator’s control unit returns the translation vector t and the

rotation matrix M of the receiver coordinate system relative to that of the transmitter. The point in

transmitter coordinates pt can then be computed using the spatial locator output data from
Pt=t+M'p, (1)

Where the p; is the point in receiver coordinates [3].

The backboard positioned behind the object is used to increase the contrast between object and

back-image.

Image detector

Magnetic receiv Personal computer

1
rapgmitter Magnetic

Controler

Fig.1 system setup



3. Object Reconstruction From Silhouette Images

The outline image of the object is used in the reconstruction method. An example of the image is
shown in Fig.2c. Since the images are two dimensional, the real size of the image cannot be
estimated without extra information such as depth/distance etc. However, the hatched area, see
Fig.3, which has the same cross-section as the outline of the object, can be selected and used to
estimate the volume of the object within the hatched area. The rate of expansion of this area is
determined by the focal length of the camera. Our method reconstructs the object from multiple
estimated volumes obtained at arbitrary angles. Then each estimated volume is converted into the
transmitter's coordinates and the final volume can be extracted by deleting the outsides of the each
estimated volume, see Fig.5. The technique can be likened to the way a sculptor would sculpt a 3D
figure in order to make a statue.

a. Object b. binary image c. outline of object
Fig.2 Example of extracted silhouette image.

Momnitor

Image Plane

CCD camera

Fig.3 Hatched area used to estimate the volume of an object.

.
g @‘E %

\ —
~4
Fig. 4 Image acquisition from arbitrary free Fig.5 The extraction of final volume of the

angle. object
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The outline of the object is used to determine the volume of the object. Fig.6 shows projection
lines that pass through the outline image in the image plane and the object. The relationship
between the point (U,v) on the outline in the camera coordinates and the relative coordinates (X,y,2)
on the receiver is expressed as follows.

u kip ki ki kg
S|V =Ky Ky Ky ky
1 Ky Kyp ks 1

2

X
y
z
1

Image Plane
CCD Camera

Fig.6 Lines pass the outline and Focus point

Parameters (Ky1-Ks3) are introduced by considering the rotation and displacement. This equation
can be expressed also as following by expanding.

U=k X+Kpy+Kk;3z+Ky, —Ksux —ksuy —ksysuz

{v =Ky X+ Ky ¥ + KyyZ +Kyy —KsVX = K3, vy —K55v2

)

The eleven parameters (Kii-Kzs) are determined from the calibration procedure by feeding some
corresponding coordinate pairs of positions that are already known. The calibration setup is shown
in Fig.7. The image of the scale board is recorded by the CCD camera and is displayed on the
computer display. A mouse device and a keyboard then used to register the positional pairs
between the camera coordinates and the receiver coordinates, respectively.

Scale boad

CCD camera

Fig.7 Calibration setup



Equation (3) indicates the two planes, and the intersectional line between these planes indicates the
line that passes through focal point and the outline of the object. The line can be expressed as
follows, in receiver coordinates.

X="f -t+x,
y:g't+y1 (4)
z=h-t+z,

Where (f,g,h) is a direction vector and (X1,y1,21) is the translation vector. The receiver coordinates
can be converted to the transmitter coordinates using the following formula.

X ft+x W,

- . (O]
Y [=RPY(V,0,0) g-t+y, |+|w,
z h-t+z, w

Where (Wy,Wy,W,) is the translation vector of the receiver coordinate system and RPY(¥, ©, @) is
the rotation matrix of the receiver coordinate system relative to that of the transmitter. The resultant
lines produced by (5) construct the outside of the estimated volume on the transmitter’s coordinates.
Fig.8 shows the cross-section of the estimated volume on the horizontal plane z;,. The cross section
can be determined by finding the intersection points between the lines from focal point to the
outline and the plane z;. The cross-section can be determined by combining the estimated volume
obtained at different angles. Fig.9 shows the cross section of the measured cylinder. The whole
volume of the object can be reconstructed by accumulating the cross-sections on different planes z,.
Fig.10 shows the whole volume of the measured cylinder. The average error of the measurement
for this object was 1.5 mm.

4 Shape Measurements Of Agricultural Products

Generally, in the evaluation of agricultural products, a human inspector judges the quality of the
product by comparing them to a known standard sample. In this manual method, however,
individual differences occur in the evaluation. For this reason, the quantification of agricultural
products is required.

The purpose of this experiment is to demonstrate that the quantification of a product shape using
our computer vision system. Fig.11 shows the result of reconstruction of a banana on the computer
using the measured data. It takes about 1 minute to measure the outline of the banana by an
inexperienced operator. However, with training and optimized computer programming this time
could be greatly reduced.

I

Fig.8 Determination of the cross-section of estimate volume

20
. : -—0 nmm
Fig.9 The estimated cross-section of the
cylinder Fig.10 Whole volume of cylinder

121



122

Fig.11 Measurement of banana

5 Conclusion

A three-dimensional measurement system which enables a three dimensional reconstruction on
a computer using silhouette images recorded from arbitrary free angles has been introduced. Since
measurement device consists only of a CCD camera with a magnetic locator, the system is compact
and flexible for many different kinds of objects to be measured. An operator can easily change the
position and angle of the CCD camera according to the shape and the size of the object. The CCD
camera should to be positioned closer to the object when the size of the object is small and it to be
farther away for larger objects. To a degree the results depends on the operator’s experience, but
once they have become accustomed to using it, it would be very good tool for measurement.

The measurement of agricultural products was introduced by way of example of the type of
applications suitable for our system. However, the system has possibilities that can be applied in
various other fields.
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A PERFORMANCECHARACTERISATION IN
ADVANCED DATA SMOOTHING TECHNIQUES

Michael Lynch, Kevin Robinson, Ovidiu Ghita, Paul F. Whelan
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Abstract

A comparison paper is presented to evaluate the results from five smoothing filters. The filters are
linear, nonlinear isotropic and nonlinear anisotropic designed to smooth homogeneous areas while
preserving the higher moments in the data. The methods are outlined and then evaluated on the extent
to which edge information is preserved and unwanted noise is suppressed.

Keywords: Smoothing, adaptive, Savitzky-Golay, diffusion

1 Introduction

The noisy images presented in medical imaging has led researchers to investigate methods of smoothing
image noise while maintaining important information such as edges.

There are two main types of smoothing, linear and non-linear. Both of these types have being ex-
tensively studied in literature. Traditional linear filters such as mean, average and Gaussian attempt to
remove noise by replacing each pixel by an average or weighted average of its spatial neighbours [2].
While this reduces the amount of noise present in the image, it also has the disadvantage of removing or
blurring the edges. Nonlinear filters, the most common being the median filter, modifies the value of the
pixel by some nonlinear function of the pixel value and its spatial neighbours. Nonlinear filters maintain
the edges but the filtering results in a loss of resolution by suppressing fine details. More recently, the
use of edge-based diffusion has emerged [1, 3, 4, 5, 6]. These filters require a trade-off between smooth-
ing efficiency, preservations of discontinuities and the generation of artifacts. In short the diffusion or
smoothing term is a variable over space and time and in [3], this term is a function of the magnitude
of the gradient intensity at the point in question. Gerig [4] extended this case to 3D and performed the
diffusion on medical volumes. Perona and Malik’s [3] diffusion has the disadvantage that it stopped
the diffusion at edges, this was advanced by [7] by permitting diffusion along the direction of the edges
making it anisotropic.

This paper compares five filters. The linear Savitzky-Golay filter is a convolution of the image with
the least-squares fitting of a polynomial. The basic Gaussian filter is a convolution with a Gaussian mask,
nonlinear adaptive filtering which filters the image but smooths less in areas of local discontinuities and
high spatial variance. Nonlinear diffusion, which again smooths with an exponential with no smoothing
occurring where the gradient has high values. Finally anisotropic Gaussian smoothing which uses a
scaled and shaped Gaussian mask to smooth along the direction of high gradients and never across the
gradients.

*Corresponding authoE-mail addresslynchm@eeng.dcu.ie
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2 Savitzky-Golay Filter

The Savitzky-Golay [8] smoothing filter was introduced for smoothing data and for computing the nu-
merical derivatives. The smoothed points are found by replacing each data point with the value of its
fitted polynomial. The process of Savitzky-Golay is to find the coefficients of the polynomial which are
linear with respect to the data values. Therefore the problem is reduced to finding the coefficients for
fictitious data and applying this linear filter over the complete data. The size of the smoothing window
is given asV x N whereN is odd, and the order of the polynomial to fitiswhereN > k + 1.

f(@i,y:) = aoo + ar0zi + ao1yi + agox? + a1 ziyi + aoey; + ... + aoryr (1)

We then want to fit a polynomial of type in Eq. 1 to the data. Solving the least squares we can find
the polynomial coefficients. We start with the general equatibnag = f, wherea is the vector of
polynomial coefficients, = (agy ap1 aio .... aor)’ We can then compute the coefficient matrix
as follows,(A” - A) -a = (AT - f), which in least squares can be writtervas (A7 - A)~!. (AT . f).

Due to the linear-squares fitting being linear to the values of the data, the coefficients can be computed
independent of data. The general coefficient matrix becaines(A” A)~! AT, C can then be reassem-
bled back into a traditional looking filter of sizZ€ x N. In order to smooth the image the first coefficient
is used, higher order coefficients are used to calculate derivatives. The advantage of the Savitzky-Golay
filter has the ability to preserve higher moments in the data and thus reduce smoothing on peak heights.
In more homogeneous areas the smoothing approaches an average filter.

3 Adaptive Smoothing

The algorithm for adaptive smoothing implemented in this paper is adapted from Chen [5]. The technique
measures two types of discontinuities in the image, local and spatial. From both these measures a less
ambiguous smoothing solution is found. In short, the local discontinuities indicate the detailed local
structures while the contextual discontinuities show the important features.

In order to measure the local discontinuities for each pixel the average &f'sharound the pixel
in the horizontal, vertical and diagonal is calculated tofg. In order to measure the contextual
discontinuities, a spatial varianeéy(R) is employed in a square kerndl,, (R).

This value of sigma is then normaliseﬁfzy between the minimum and maximum variance in the en-
tire image. A transformation is then added iﬁﬁ?/ to alleviate the influence of noise and trivial features.
It is given a threshold value @, = (0 < 6, < 1) to limit the degree of contextual discontinuities.

Finally, the actual smoothing algorithm runs through the entire image updating each pixels intensity
valuelfcy, wheret is the iteration value.

S (6.4)e Ny (/LM Vi (I — Tt y)

It =1L, +n @)
! ! v E(i:j)GNzy(1)/{(I7y)}77iﬂ§j
where,
nij = exp(—a®(53;(R), 0,)), (3)
t t
Yij = eXP(*Ez’j/S) (4)

The variablesS and o determine to what extent the local and contextual discontinuities should be
preserved during smoothing. If there are a lot of contextual discontinuities in the image then the value
of n;; will have a large influence on the updated intensity value. On the other hand, if there are a lot of
local discontinuities then both;; andn;; will have the overriding effect, ag;; is used for gain control
of the adaption.
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4 Nonlinear Diffusion Filtering

The standard blurring operation involving Gaussian filtering attempts to remove the noise at the expense
of poor edge preservation and is given as;

Szy = Ipy 0 Gauss(z,y,0) (5)

whereS is the filtered image] is the input imagey implements the 2D convolutiorFauss() is the

2D Gaussian function where is the scale parameter. The smoothing becomes more pronounced for
higher values of the scale parameter but we can notice a significant attenuation of the signal at image
boundaries. This result is highly undesirable for many applications like image segmentation and edge
tracking where a precise identification of object boundaries is required.

To alleviate the problems associated with the standard Gaussian smoothing technique, Perona and
Malik [3] proposed an elegant smoothing scheme based on non-linear diffusion. In their formulation the
blurring would be performed within homogeneous image regions with no interaction between adjacent
or neighbouring regions that share a common border. The non-linear diffusion procedure can be written
in terms of the derivative of the flux functiop(VI) = VI - D(||VI||), where¢ is the flux function[ is
the image and is the diffusion function. This equation can be implemented in an iterative manner and
the expression required to implement the non-linear diffusion is illustrated in Eq. 6.

4
I =1, + XY [D(VRI)VRI] 6)
R=1

wherel! represents the image at iteratigri? defines the 4-connected neighbourhabds the diffusion
function, V is the gradient operator that has been implemented as the 4 connected nearest-neighbour
differences and is a parameter that takes a values in the range\ < 0.25 .

The diffusion functionD(x) should be bounded between 0 and 1 and should have the peak value
when the inputz is set to zero. This would translate with no smoothing around the region boundary
where the gradient has high values. In practice, a large number of functions can be implemented to

satisfy this requirement and in our implementation we were using the exponential function proposed
[hedd]

by Perona and Malik [3]D(||VI||) = e~ ("5 )” wherek is the diffusion parameter. The parameter
selects the smoothness level and the smoothing effect is more noticeable for high vélues of

5 Anisotropic Gaussian Smoothing

An anisotropic filter based on the familiar Gaussian model was implemented in order to provide edge en-
hancing, directional smoothing. The goal was to develop a versatile smoothing filter based on a straight-
forward and highly adaptable form. The approach reduces to convolution with a scaled and shaped
Gaussian mask, where the determination of the mask weights becomes the key step governing the per-
formance of the filter. By calculating the local greyscale gradient vector and favouring smoothing along
the edge over smoothing across it we can achieve an effective boundary preserving filtering approach,
where regions are homogenized while edges are retained.

The weightwt(pg, Vu) at each location in the mask is a function of the local gradient vector at the
centre of the mask and the distance of the current neighbour from that centre. There is a large number
of possibilities for the formulation of the mask weight calculation, based on the desired form for the
non-linear and anisotropic components of the filter. The weight for some neighli®oalculated as a
function of the gradient of point, at the mask origin, and the distance from the origin to the neighpour
The relationship used in our approach is given in Eq. 7, wh&is the vector from the mask centre point
p to some neighbouy, Vu is the gradient vector at, A is the scale parameter, controlling smoothing
strength, and. is the shape parameter, controlling anisotropy. Whemguals zero the anisotropic term
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(@)2(% + u?) disappears and the filter reduces to the non-linear, isotropic form, where smoothing

decreases close to strong edges but is applied equally in all directions, at any given location in the image.

wt(p_(’], V’U,) _ 6_(( ||P71HQVU|| )2+(P71‘>\Vu)2(2u+u2)) (7)

The images in Figures 1 and 2 illustrate the operation of the anisotropic filter. As the smoothing
strength and the number of iterations is increased more noise and small features are eliminated, but even
in extreme cases the most important edges in the image are well preserved in both location and strength.

6 Experiments and Results

The results of each filter are assessed by their ability to smooth homogeneous areas while preserving the
areas with higher moments. Smoothing of homogeneous areas is measured using the standard deviation
while the preservation of edges is measured using the strength and spread of the edge in the filtered
images. The filters are tested on two images, see figures 1 and 2, the first image of a laboratory having a
high SNR (signal-noise-ratio) and high CNR (contrast-to-noise-ratio) with a high density of edges. The
second medical image has a much lower SNR and CNR. Parameters were chosen to give the optimal
results on visual inspection. Visual results are presented in figures 1 and 2. The standard deviation is

Figure 1. Results from each of the smoothing filters, top-row, I-to-r is the original image, image after
Savitzty-Golay and Gaussian. Bottom-row, Adaptive, Nonlinear Diffusion and Aniostropic Gaussian.

measured in & x 7 window over the entire original image. From these values 25% of the highest values
were eliminated as belonging to edges in the image and 25% of the lower values as having no significant
texture to smooth. The standard deviation for each of the filtered images is then taken at the same
positions. The results are presented in Table 1. For the laboratory image, Adaptive smoothing gives the
best results followed by the two other non-linear filters. Both linear Savitzky-Golay and Gaussian filters
have the highest deviation after smoothing. In the medical image there are more significant differences
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Laboratory Image MR Image
SD  Edge height Edge width SD Edge height Edge width

Original 57.4 31 2.26 277.7 219 2.04
Savitzky-Golay| 40.8 23 25 61.23 158 2.48
Gaussian 41.0 15 4.4 102.8 196 2.16
Adaptive 24.2 26 2.13 42.99 211 2.00
Diffusion 27.7 25 2.17 69.63 214 2.00
Anisotropic | 31.9 30 2.17 35.05 219 1.99

Table 1: Shows the standard deviation (SD), edge strength and edge spread on both images after each
filtering. The edge strength and edge spread are taken from histograms in figure 3.

with the anisotropic and adaptive smoothing operators giving the best results while the Gaussian performs
worst in the low SNR image.

Figure 2: Results from each of the smoothing filters, top-row, I-to-r is the original image, image after
Savitzty-Golay and Gaussian. Bottom-row, Adaptive, Nonlinear Diffusion and Anisotropic Gaussian.

The strength, shift and spread of the edge is evaluated on each of the images. Histogram plots across
two edges are shown in figure 3 showing both the image pixels and the gradient across the edge. For
the lab image the results are similar for all filters with more significant differences between filters in the
medical image. Two measurements are taken from these histograms which indicate edge strength and
spread. These results are compiled in Table 1. While Savitzky-Golay and Gaussian filters spread the
edge, the other three maintain and even enhance the edge characteristics.

7 Conclusion

Five filters were evaluated using two criteria, texture smoothing and edge preservation. The filters con-
sisted of two linear filters, two non-linear isotropic and one non-linear anisotropic. The filters were tested
on two images with high and low SNR and the results show that, particularly in the low SNR case, the
anisotropic and adaptive filters performs much better than the linear filters at smoothing out the noise in
homogeneous areas while still maintaining the edge strengths with minimum blurring across the edge.

The Gaussian performs the worst of all the filters. The Savitzky-Golay deals better at preserving the
edges but again suffers in the lower SNR image. The anisotropic and adaptive smoothings preservation
of edges allows for more agressive smoothing on homogeneous areas.
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Figure 3: Pixel intensities and gradients along white lines from iméigase 1(a)andfigure 2(a) (i)
and(iii) show the pixel intensities ar(@d) and(iv) show the gradient values from the lab image and the
medical image respectivelya) is the original image(b) image after Savitzty-Golaygc) Gaussian(d)
Adaptive,(e) Nonlinear Diffusion andf) Anisotropic Gaussian.
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Abstract

This paper introduces a new technique for calibration of cameras which have lenses with small
depth of field. Standard coplanar calibration algorithms fail if the coplanar target is parallel to the
image plane. Elements of the rotation matrix which are used to calculate the focal |[Ereyth, the
distance from the origin of the world coordinate system to the camera coordinate systbegome
0 and it is only possible to calcualte the quotiéntl’z. By combining a traditional calibration al-
gorithm with a 'Depth from Defocus’ algorithm, the distance to the world coordinate system can be
calculated.

Keywords: Coplanar camera calibration, Depth from defocus, Parallel calibration, Telecentric cal-
ibration

1 Introduction

Camera calibration is the process of determining the internal and external parameters of the camera so
that the location of the objects observed by the camera can be determined. This is necessary in many
applications such as stereoscopic depth recovery. The external parameters are:

e t, the translation vector containing the translations along the X, Y, and Z axes from the origin of
the world coordinate system to the origin of the camera coordinate system

e w, ¢ andk, the angles of rotation of the world coordinate system axes relative to the camera
coordinate system which are used to form an orthonormal 3x3 rotation rmtrix,

The internal parameters includ& the focal length of the camer®, the principle point of the optical
system and other parameters which represent lens distortions such as barrel and radial distortion. This
paper is concerned with calculating the external parameters and assumes that the internal parameters
have been previously calculated.

Coplanar calibration is the process of finding the parameters using a series of world and image points,
the world points lying on a two-dimensional plane in three dimensional space. For noncoplanar calibra-
tion, the collinearity condtion equations provide a set of six constraints which can be used to calculate
the parameters. If the lens has a small depth of field, rotating the target relative to the image plane will
resultin a blurred image. Extracting accurate geometry from a blurred image is not possible so the target
and image plane must be parallel which requires a setup like that shown in figure (1).

Parallel calibration is a problem which is encountered in many inspection tasks such as automated
optical inspection (AOI). AOI covers many inspection tasks such as the inspection of PCBs. In PCB
inspection, the height of the chips on the board is negligible relative to the size of the chips. Telecentric
lenses are used in many machine vision inspection systems. Telecentric lenses virtually remove perspec-
tive error because all of the rays intersect the image planéatThis does not increase the depth of
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field, it just ensures constant magnification across the depth of field. This simplifies the inspection task
but makes the calibration harder.
The parallel constraint of the target and image plane complicates

Zeaxi the calibration process. For coplanar calibration it is recommended
ot sente that the target be tilted by at lea3° relative to the image plane,
X [9]. If the target is rotated by a small amount, then the bottom row
Y of the rotation matrix will become O (or very close to 0). The rotation

matrix is created by multiplying the three matrices corresponding to
rotation about theX, Y andZ axes Rx, Ry andRz respectively).
If the rotation about theX andY axes are almost Rx andRy

yaIt Calibration Target will be very close to the identity matrix. Irrespective of the rotation
s about theZ axis, x, the values on the bottom of the rotation matrix,
R, will consist of0, 0 and1 if there is no rotation relative to th&

. andY” axes.
Figure 1: Camera and target al-

lignment

Optical Axis

t Zw axis

1 0 0] 1 0 0] [ cos(k) sin(k) 0
R=1{0 1 0|0 1 0| |—sin(k) cos(k) O (1)
0 0 1110 0 1 0 0 1

Because these elements in the rotation matrix are 0 the number of constraints which can be used to
calculate the parameters is reduced to 3 [1]. Therefore it is not possible to calculate a unique value of
F andTz only the quotienF/Tz[1]. In their comparison of coplanar calibrarion algorithms, Chatterjee
and Roychowdhury, [1], ignore all cases when the rotation relative ta tiedy axes isO becausd-
andTzcannot be solved individually.

There are many algorithms which can accuratly calibrate cameras using noncoplanar techniques. Sev-
eral of these such as Ganapathy [3] and Grosky et al [4] can be extended to the solve the coplanar case.
These algorithms are extended by transforming the collinearity equations so the parameters can be esti-
mated using linear equations [1]. Neither pure coplanar calibration algorithms or these algorithms when
extended to the coplanar case can calibrate the camera when the target is parallel to the image plane. The
methods above along with Tsali, [7], and others use elements of the rotation matrix as a denominator to
calculateF’ andTz. If the target is coplanar with no tilt relative to the image plane, the denominator of
the equations used to solve fBrandT = reduces td 'z, eq(3)

Not only does the calculation ¢f andT'z cause problems, but sometimes these algorithms do not
calculate enough parameters. Many lenses have a variable distance from the image plane to the optical
centre of the lens. If this value is not calculated the accuracy of the calibration technique cannot be
calculated. To check the accuracy of the algorithm, points are transformed through the rotation and
translation matrices. These image points should map to the scene points. If the image plane distance is
assumed to be the same length as the focal length then this will not be the case.

In this paper we introduce a new algorithm to calculBtewhich will also calculate the distance from
the centre of projection to the image plane. In [6], Pentland describes a technique which uses the amount
of blur in an image to calculate the depth. He suggests that the distance to an object can be calcualted
if the other parameters of the camera such as focal length and aperture are known. Using this equation
in an optimisation search, both the distance to the object and the distance to the image plane can be
calculated. By combining this method of calculatifigand image distance with an established method
for calculating translations parallel to the image plane and the rotation matrix we present an accurate
method for calibrating cameras with small depths of field.

2 Tsai's calibration algorithm

Tsai’s algorithm, which is one of the most widely used camera calibration algorithms, is a very fast and
accurate algorithm. Unfortunatly it cannot calibrate a camera if the image plane and image sensor are
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parallel. The algorithm begins by calculating initial estimates of as many internal and external parameters
as possible using linear least squares fitting methods. Using nonlinear optimisation methods any unsolved
parameters are then solved, and the initial parameters improved. The initial parameters calculated include
both internal and external parameters of the camera and this is accomplished in two steps. The first is to
calculate the rotation matrixp and two of the translation parameters; andTy. When these have been
calculated F’ andT 'z are then solved. However, when calibrating a system where the target is parallel to
the image plane the algorithm fails during this step.

Horn, [5], shows that the correspondence between the individual points can be expressed as:

i s +rigys +riszs + e Yy roi®s + reys +r3zs + 71,
F r31ws +r3oys +r3zzs +1, F r3ixs +r3ys +r3zzs + 1%

(2)

Because there is no rotation of the target away from the image plane, the valuesm$, r13 and
rog calculated in the first step are zero. The valuegfthe height of the target relative to tho plane
is also 0 because the target is coplanar. Due to the large number of zero valued terms in equations (2) the
right hand side of both equations become 0, and so the equations become linearly depenBeartdand
Tzcannot be solved uniquely. Rearranging equations (2)

F_ T F_ Yi 3)
T. rarvs+ripys+1: 1. roxs+reays +T1,

Becausd” andT 'z are not expressed independently of each other they cannot be individually solved
so another method is required to calculate these parameters.

3 Depth from defocus

In 1987, Pentland [6] described a new method for calculating the depth in an image. He suggests that
the distance to an objedD, (which [7] callsTz), is related to the focal lengtk, image distanceo, the
f-number of the systeni, and the spatial constant of the point spread function (radius of the blur circle),

o.
F*vo

D= 4)

v~ F—oxf
When a point object is observed by a camera focused at a different depth, the image is a blurred circle.
The point spread function (PSF) is the function which transforms the point object to the blurred circle
observed by the camera, and the blur circle is the radius of the circle observed by the camera. The PSF for
cameras is modelled by Pentland as a two-dimensional Gaussian function)) G¢herer is the radial
distance of the function. An unfocused image is therefore the convolution of a 2D Gaussian function
(with appropriate- ando) with the focused image.
In his equation, Pentland assumes that all the variables extapdos are known. Calculation ab
is trivial after calculatingr. Unfortunatly, the measurement @fis not trivial as it depends on both the
characteristics of the scene and the characteristics of the camera. In order to separate the two, Pentland
suggests using areas in the scene where characteristics are known. Such areas are places where edges
and sharp discontinuities can be observed.

3.1 Calculatingo

The relationship between a focused image, unfocused image and the PSF (defocus operator) is expressed
by Ens and Lawrence in equation (19) of [2]:

12 = 11[®]D (5)
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[®] represents bounded convolution, where the convolution kernel does not pass outside of the bound-
ary of the image.

Using this relationship we can calculate the defocus operator which relates the focused and unfocused
images. By convolving the focused image with Gaussian functions of increasing valiea whlue of
o will be reached which results in a very close approximation of the unfocused image being produced.
In order to reduce the amount of time taken to find the value,ofonvolution can be done in one
dimensional space rather than two dimensional space. By extracting rows with sharp discontinuities
from the focused image, convolving them with one dimensional Gaussian functions of vargind
comparing them to the unfocused image, it is possible to reach the correct valuauath quicker.

The unfocused image is at a known distanGegrom the position of best focus. In order to increase
the accuracy of the the calculation, valuegdbr several known distances from focus are calculated, so
D ando are replaced wittDh + §; ando;.

F*vo

D+9; = (6)

vO—F—ai*f

3.2 Calculating D and v

The values ot calculated in the previous section are at known distances from focus, not at the point
of focus. To calculate the values &6f anduy it is necessary to change the equation slightly. If all the
parameters in equation (4) are exact, then rearranging (4) should give a result of O:

F*UO

0= (7)

vg— F—oxf
Although values o& have been calculated, none of these values are the value atfaclis calculate

the value ofD andvg, the equation can be used in an optimisation search to iterate through values for

these variables. When these values are correct, the error from equation (8) will be at its lowest.

Fxv
EI‘I‘OI’: Z T(()j*f_(D—’_él) (8)

v
1<i<n 0

3.3 Combining with Tsai

Thus far we have calculated the values Iroandvo. However, to accuratly calibrate a camera several
other external parameters are required, thes@ are'y and the rotation matrixR. To calculate these
parameters it will be necessary to combine our algorithm with an existing algorithm. Tsai’s algorithm,
[7], was the algorithm that was initially chosen to calibrate the camera. As shown earlier, it was not
possible to use this algorithm to completly calibrate the camera. However the algorithm calculates the
focal length and object distance after calculating the rotation matrix and the translations parallel to the
X andY axis. Because of the order in which the parameters are calcualted, the vaRigg'ofandTy
calculated are the values which relate the camera and world coordinate system axes.

4 Evaluation

The above algorithm is tested with two sets of real data obtained from our vision system. The accuracy is
checked in two ways. If the camera is calibrated correctly, a ray projected from the image plane through

the center of the optical system into the world coordinate system should intersect with the corresponding
point on the target. The first check was to calculate the closest distance from each point on the target
to the corresponding ray projected from the image plane. The second was to calculate the Euclidian
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distance between the point on the target and(the) value of the ray where it intersects the plane of
the calibration target.

The target was a series of white squares on a black background. The squares, each of side 50 dots,
were created using a PostScript file and printed@y /m? paper using a PostScript printer of resolution
600dpi. Figure (2) shows the target along with sample images taken at various distances from defocus.

The optical system is a PULNiX TM1001 CCD camera
with a Computar 55mm Telecentric lens attached.

The first step is to calculate the sigmas for the images.
Rows from the focused image were convolved with Gaus-
sian functions of increasing sigma and the result com-
pared to the corresponding row of the unfocused image.
The values olr were increased by .0001 each iteration.
The value of the radial distance was chosen so there were
no non O values truncated from the function, even at the

a) Target b) 4mm C 7mm . .
(at)focusg grgm focus §rc),m focus largest usedr. Figure (3) show the graphs ef against

distance from focus. As these graphs show, the values of
Figure 2: Calibration target, and target at ¢ increase almost linearly as the distance from focus in-
various distances from focus creases. Figure (4) shows the derivativerafith respect

to the distance from focus.

In each case, the values®fand the corresponding distances from focus are used in equation (8).

Finding the exact centre of the opti-
cal system is difficult when a compound
lens is used. The values &f andvg re-
turned from the minimisation search were
measured against the distance from the fo-
cused position to the location of sensor
and found to be within Imm.

The values oR, Tx andT'y were ob-
tained in each case from Reg Wilson’s
implementation of the Tsai algorithm [8].
These values were as accurate as could be
measured. The number of squares visible
on the target was known so the translation
from camera to world coordinate system
could be measured very accurately.

Figure 3: Sigmas vs Distance from focus The table below shows the errors which
were calculated from projecting the rays
from the image plane into the real world. Method 1 refers to the distance from each point to the ray
projected from the target, while method 2 refers to the distance from the point to the intersection of the
corresponding ray and the target plane.

Sigma
Sigmas

Distance from focus (mm) Distance from focus (mm) )

Set (method) 1(2) 1(2) 2(1) 2(2)

Min error (mm) 0.0203 0.1899 0.0077 0.0109
Max error (mm) 0.4965 0.5038 0.4513 0.4642
Std 0.1195 0.1272 0.1162 0.1136

There are several reasons why the accuracy of this method is not as good as it could be. The
centre of the optical system may not be the centre of the lens unit as was presumed when perform-
ing the experiments because it consists of many internal lenses. The position chosen as the posi-
tion of focus may not be the position of best focus. When selecting the position of best focus, a
continuous feed from the camera is observed. The position selected as the position of best focus is
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subjective and could be incorrect. The internal parameters of the lens dealing with distortion and
the center of the CCD were not calculated, so this will also reduce the accuracy of the experiment.

5 Conclusions

This task was undertaken because none
of the existing camera calibration algo-
rithms could calibrate a camera with a
small depth of field lens attached. The
problems that existing calibration tech-
niques encountered was due to a lack of
perspective. All that is known is a ratio " Distance from focus mm) T Digance from foces (om)
of the image and object sizes. Because

the section of this algorithm which cal-

cualtes the distance to the object relies on

the blur in the object it does not encounter

the same problems and therefore it can Figure 4: Derivative of sigma vs distance graphs
be used to calibrate a camera with small

depth of field lens attached.

d(Sigma)/dd
d(Sigma)/dd
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Abstract

This paper proposes a framework for colour texture segmentation. The framework uses the colour
and the texture distributions for discriminating the colour textured regions. The proposed colour
texture segmentation method was tested in three different applications. The applications includes
Irish Script on Screen (ISOS) images, skin cancer images and Sediment Profile Imagery (SPI). Image
textures are used in combination with colour features for the segmentation of the colour textured
regions in the document, to identify the diseased area in the skin cancer images and to segment
underwater images. The inclusion of colour and texture as distributions of regions provide a good
discrimination of the colour and the texture. The experimental results proved that the framework is
effective and efficient.

Keywords: Colour, Texture, |SOS Images, Skin Cancer Images, SPI Images

1 Introduction

Colour and texture are important features in image segmentation. This paper developed a novel frame-
work which considers the distributions of colour and the distributions of texture to discriminate the colour
textured regions. Researchers have developed different frameworks for colour texture segmentation and
most of them are designed for a specific application. Jolly et al.[5] proposed an algorithm for colour
texture segmentation that was applied to update old cartographic aerial maps. Song et al. [9] proposed a
method that uses colour and texture to detect defects in random colour textured images and in particular,
granite images. Kyllonen et al. [6] described a wood surface inspection method that combines colour
percentile features with texture features based on simple spatial operators.

An application independent colour texture method is proposed in this paper. The framework covers ap-
plications from different fields. Three different applications from three different areas were selected for
testing the developed framework. The applications discussed in this paper are ISOS images for the seg-
mentation of the color textured regions in the document, segmentation of skin cancer images to identify
the diseased area and SPI images to segment the underwater images. The images evaluated in this paper
are taken from different environments and the segmentation is found to be efficient.

*Corresponding author
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2 Framework for Colour Texture Segmentation

2.1 Steps in Colour Texture Segmentation

A novel framework was developed for combining texture and colour information for colour texture seg-
mentation that makes the segmentation robust and efficient for different types of images. The steps are

as follows,
| Colour Image
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Figure 1: Framework for colour texture segmentation

Initially the features were identified by means of feature extraction techniques, in which image
information is reduced to a small set of descriptive features. The Local Binary Pattern (LBP) and
the contrast features are extracted from the luminance plane.

e The distribution of the texture features are used for texture discrimination.

¢ A Modified-Kolmogorov Smirnov (M-KS) non-parametric statistical test is used as a similarity
measure to discriminate the texture distributions.

e A hierarchical splitting method is used to split the image based on the texture descriptors using the
similarity measure.

e An adaptive smoothing is performed to preserve the features and to obtain a good segmentation
along the boundaries. This technique removes noise and prevents over segmentation.
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e An unsupervised k-means clustering algorithm is performed on the image to classify the patterns
into their respective classes and to obtain the distribution of the colour clustered labels.

¢ Distribution of the texture features and the distribution of the colour clustered labels are used to
describe the texture and the colour respectively. The distributions of colour and the textures was
used to derive the merger importance (M) value between two adjacent regions. The Ml value was
calculated using the M-KS statistic. Two weights are computed to set the statistical relevance for
texture and colour distributions.

e An agglomerative merging procedure based on the merging criteria determines the similarity be-
tween two different regions using M-KS statistic, producing the segmented image.

e The final step is to refine the boundaries of the image. A boundary refinement algorithm enhances
the segmented result to obtain the final segmented image.

2.2 Details of Colour Texture Segmentation
2.2.1 Feature Distributions

Local Binary Pattern (LBP) approach provides robust texture related information and knowledge about
the spatial structure of the local image texture. LBP is combined with the contrast of the texture which
is a measure of local variations present in an image for the texture description. The distributions of LBP
and contrast (256 « 8) were used for texture description.

The proposed method uses the unsupervised clustering technique based on the k-means algorithm to
cluster the colour features. The k-means algorithm [4] is the simplest and most popular technique among
the iterative clustering algorithms. The k-means algorithm organises the objects into an efficient rep-
resentation that characterises the population being sampled. The number of clusters is generally image
dependent so the initial value is set to 10 clusters, this number is sufficient to capture all the relevant
clusters. The distribution of the colour clusters is used for colour description.

2.2.2  Modified Kolmogorov Smirnov (M-KS)

A non-parametric test M-KS statistic was used for comparing LBP/C with colour clustered labels. This
tests the hypothesis that two empirical feature distributions have been generated from the same popula-
tion. M-KS has the desirable property that it is invariant to arbitrary monotonic feature transformations
[8]. The M-KS statistic is defined as the sum of the absolute value of the discrepancies between the
normalised cumulative distributions,

Fy(i)  Ful(i)

Ns Nim

(1)

where F(i) and F,, (i) represent the sample cumulative distribution functions; ns and n,, represent
the number of pixels in the sample and model regions respectively. Since M-KS is normalised, it is
advantageous over other statistical measures.

2.2.3 Segmentation Method

The unsupervised colour texture segmentation method involves three steps: hierarchical splitting, ag-
glomerative merging and the boundary refinement.
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Hierarchical Splitting The hierarchical splitting procedure recursively splits the input image into four
subblocks. The six pairwise M-KS values between the LBP/C of the 4 subblocks are calculated. The
uniformity of the region is tested by a decision factor

MK Sz

where X is a threshold value, M K S,,,, and M K S,,,;, represents the highest and the lowest M-KS
values.

Agglomerative Merging An agglomerative merging procedure was applied on the image which has
been split into blocks of roughly uniform textures. This procedure merges similar adjacent regions until
a stopping rule is satisfied. The pair of adjacent segments which has the smallest Merger Importance
(MI) value were merged. The Ml value between two regions is calculated as followed,

MI =wi * MKS] +wy x MK Sy (3)

where wy and wy represent the weights for the LBP histogram and the colour clustered histogram respec-
tively. M K S7 and M K S, represents the M-KS statistic for texture and colour histograms respectively.
The weights are automatically detected using an uniformity factor defined as the maximum of the ratio
between colour clustered histogram and number of pixels in the two regions under consideration, the

sample and the model regions.
k; = max { CLyli } 4)

Np

where k; represents the uniformity factor for the two sample regions. If the difference between k;
and ks is less than 0.1, i.e., both the sample and the model weights are more or less the same, then
we = (k1 + k2)/2 and w; = 1 — wy. This indicates that colour influences more than texture, hence
colour statistic is given more importance. On the other hand, if the difference between &, and & is high,
both the texture and the colour are given equal weights. Details about the colour and texture weights
can be found in [7]. The developed method follow a simple stopping rule, MinM1 > Y, where MinMI
represents the minimum merger importance value. If this is greater than a threshold value then the
merging procedure is halted.

Boundary Refinement The agglomerative merging procedure resulted in blocky segmented image.
A new boundary refinement algorithm was developed and used for the improvement at the boundaries
between various regions. A pixel is regarded as a boundary point if its region label is different from at
least one of its four neighbours. For an examined point P, a discrete square with a dimension d around
the pixel was placed and the colour histogram for this region was computed. The corresponding colour
histograms for the different neighbouring points were calculated. The homogeneity of the square region
and the ith neighbouring region, i=1,2,...I...n region was computed. The pixel is reclassified if the Ml
value between adjacent regions and the region around the pixel under consideration is lower than the
merge threshold. This procedure is iterative and proceeds until no pixels are relabelled. Reassigning
pixels in this way significantly improves the accuracy of the segmentation process.

3 Applications and Evaluation

The developed framework can be applied to a number of different applications. Three out of a number
of possible applications were selected and presented in this paper. The applications for colour texture
segmentation include the segmentation of colour textured regions in Irish manuscript document, disease
detection, and the segmentation of underwater images. Application database consists of the Irish Script
On Screen (ISOS) images, skin cancer images and the Sediment Profile Imagery (SPI). The following
sections presents the segmented results and the salient features of the segmentation.
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3.1 Irish Script on Screen Images

The ISOS images are digital images of Irish manuscripts. The sample images were taken from old Irish
manuscripts online - Irish Script On Screen (See: http://www.isos.dcu.ie/). About 5,000 early Irish lan-
guage manuscripts survive and those appearing on this website form an important and distinctive part
of Irish heritage. This includes the Book of Leinster, which is compiled in the second half of the 12th
century. The storage of letters, papers or other documents in ordinary stationery-grade folders or plastic
sleeves invites certain deterioration even when kept in sealed containers. Slowly but inexorably, paper
degrades and discolors, and ink fades. High heat and humidity are also detrimental. Most papers contain
acid which over time will cause the paper to weaken and become brittle. A historic document which
would otherwise appreciate greatly as a prime investment is debased in value. In addition, the corrosive
effects of modern environment and time is a threat to document preservation. The objective of ISOS is

Figure 2: (1 - 4) represents segmented results of ISOS images after the boundary refinement stage

to create digital images of Irish manuscripts, and to make these images available together with relevant
commentary, accessible on a website. The ISOS images are available in joint photographic experts group
(jpeg) format. The ability to segment a document into functionally different parts has been an ongoing
goal of segmentation of the document analysis research. Segmentation of the old document images helps
to determine the amount of damage in the document, caused by the afore-mentioned factors. This en-
compasses decomposing a document into its various corrupted components. This provides information
on the amount of care to be taken to preserve the document from further damage. Four ISOS images
were considered as the application database.

Figure 2-(1) illustrates the correct identification of the stained regions on the script images. A small por-
tion of the green region is identified. Figure 2-(2) shows the tarnished region. Figure 2-(3) demonstrates
the segmentation of the soiled region and the unsoiled region. In addition, one large coloured script was
identified precisely. Figure 2-(4) categorises the discoloured and the blemished regions. Colour plays
a vital role in the developed framework which is evident from the presented results. Though the small
scripts were not segmented separately, the damaged region and the different colours in the script were
identified properly. The quantification of the segmentation of the ISOS images was based on the ground
truth images. A boundary was drawn around the stained regions in the image and these regions were
considered as the ground truth for quantification. The average segmentation error for four script images
was found to be 2.6 percentage.

3.2 Skin Cancer Images

Skin cancer is the most prevalent form of human cancer that is generally caused by over exposure to sun.
There are different types of skin cancer and some are likely to be fatal. Skin cancers can be classified
into melanoma and non-melanoma. Melanoma is the most dangerous form of skin cancer. It can spread
through the whole body and is usually fatal if it does. If detected early, the cure rate for melanoma is
almost 100 percent. Late detection, when the melanoma is more than three millimeters deep, results
in only a 59 percent survival rate. Melanoma’s are much less common than non-melanoma’s, but they
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account for most of the mortality from skin cancers. Detection of malignant melanoma in its early stages
considerably reduces morbidity and mortality [10]. People are considered more at risk if they have many
moles, are fair skinned with blue eyes, tend to sunburn easily or have freckles [3]. The rate of melanoma
cases worldwide is increasing faster than any other cancer, with an annualised rate of increase of six
percent. Since 1973, the mortality for melanoma has increased by 50 percent.

Clinical features of pigmented lesions suggestive of skin cancer are known as the ABCD’s of the skin
cancer: asymmetry, border irregularity, colour variation, diameter greater than 6mm. There are various
image analysis techniques developed to measure these features. Measurement of image features for di-
agnosis of the skin cancer images requires the detection of the lesions and their localisation in an image.
It is essential to determine the lesion boundaries accurately so that the measurements such as maximum
diameter, irregularity of the boundary, and colour characteristics can be accurately computed. As a first

@ (5)

Figure 3: (1 - 5) represents segmented results of skin cancer images after the boundary refinement stage

step in skin cancer identification, the lesion boundaries are delineated by various image segmentation
techniques. In this research work, colour and texture information from an image is used for the segmen-
tation of the lesion boundaries. The segmentation helps to diagnose the skin lesions in the early stages.
The skin cancer images obtained were in graphics interchange format (gif). Five skin cancer images
considered for the application database were taken from the [2].

The skin lesions have complex structure, colour as well as large variations in size. Generally, the lesions
have a high contrast with respect to healthy skin areas. The borders of lesions are not always well defined
which makes the segmentation more complex. To analyse skin lesions, it is necessary to accurately locate
and isolate the lesions. The efficient performance of the proposed colour texture segmentation method
exactly recognised the boundaries in the skin lesions as shown in Figure 3.

Colour is one of the significant feature in the examination of a skin lesion. Typical examples of lesions
show reddish, bluish, grey and black areas and spots. Figure 3-(1), shows the segmentation of the skin
lesion. The fine variation in the colour is identified and segmented accurately. Figure 3-(2), Figure 3-(3),
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Figure 3-(4) and Figure 3-(5), illustrates the segmented results of the skin lesion. This segmentation
clearly identifies the difference in colours in the skin lesion. The distribution of texture and colour fea-
tures presents significant information, hence the segmentation based on the two features seems to be
appropriate. This allows for the isolation of the lesion from healthy skin and extracts homogeneous
coloured regions separately. The quantification of the skin lesion segmentation was based on visual re-
sults. The experimental results obtained proved to be encouraging and indicate that this method of colour
texture segmentation is appropriate to be applied for detection of skin cancer images. Further evaluations
on the segmentation can only be performed by an experienced dermatologist.

3.3 Sediment Profile Imagery

Sediment Profile Imagery (SPI) is a remote sensing technique that is used to determine whether the
marine sediments provide suitable habitat for bottom dwelling fauna. This is an innovative and cost effi-
cient method of surveying and monitoring lake or marine aquatic environments. The traditional method
of sample collection and subsequent laboratory analysis is time consuming and expensive and data return
time is slow. SPI is based on single lens reflex (SLR) camera photography and computer-based image
analysis which greatly accelerates the time required to write reports and provide relevant data. The phys-
ical, chemical and biological features associated with organic enrichment of the underwater sediment are
imaged and measured with the SPI system. The segmentation of the SPI images is the preliminary step in
most pictorial pattern recognition and scene analysis problems. These images are hard to process due to

(1) )

Figure 4: (1) and (2) represents segmented results of SPI images after the boundary refinement stage

the light absorption, changing image radiance and lack of well defined features. The underwater images
shows fluctuating oxygenation levels under different organic loading and hydrographic conditions.
Figure 4-(1) shows an example of a sediment image under high organic loading stress in hypoxic condi-
tions. This is an example of a heavily impacted sediment. There is a clear difference in colour between
the sediment surface layer and that lying under it. The colour texture segmentation clearly identifies
different layers. Figure 4-(2) represents the sediment image with burrowing marine worms. The oppor-
tunistic worms thrive in high organic loading conditions and their burrowing action can often reintroduce
oxygen into depleted sediments. Due to the thin feature difference in the organic sediment and the worm,
the colour texture distribution could not identify the worm separately. But the sediments were segmented
accurately. The results were compared with the results obtained by Ghita et al. [1] and found to be
similar. The segmented result indicates that the developed framework for colour texture segmentation is
able to identify the different sediment layers in the image.

4 Conclusions
The goal of this paper is to find the performance of the developed colour texture segmentation method

in the script images, skin cancer images and underwater images. The proposed algorithm, was tested
in three different applications, 1ISOS script images, skin cancer images and the underwater images. The
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algorithm was applied on the images and was found to produce proper segmentation results. All these
applications use different images taken from different cameras and varying environment. In spite of these
differences, the proposed colour texture segmentation method is able to identify different colour textured
regions in the image and the results of the segmentation process are appropriate and visually acceptable.
In all the three applications, colour is a determinant factor in the segmentation process.
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Abstract

The single cell gel electrophoresis, callmmet assagyis a microelectrophoretic technique of di-
rect visualization of the DNA damage at the cell level. In the comet assay, the cells suspended in an
agarose gel on a microscope slide are subjected to lysis, unwinding of DNA and electrophoresis. Af-
ter staining with fluorescent DNA binding dye, cells with DNA damage display increased migration
of genetic material from the cell nucleus. Under the influence of weak, static electric field, charged
DNA migrates away from the nucleus, forming the so called comet. The damage is quantified by
measuring the amount of the genetic material, that migrates from the nucleus to form the comet tail.
The foremost advantage of the comet assay is that it analyzes individual cells, thus allowing the mea-
surement of the heterogeneity of response within a cell population. In this paper we present three
novel methods of the comet tail and head extraction, that allow to quantify the cell's damage.
Keywords: image enhancement, comet assay, biomedical image processing

1 Introduction

The comet assay, (single cell gel electrophoresis, SCGE or microgel electrophoresis, MGE) is a useful
method for quantifying the cellular DNA damage caused by different genotoxic agents. The idea of
single cell electrophoresis as a method of measurement of the DNA damage was introduced by Rydberg
and Johanson, [1] and the comet assay was introducéxstiyng and Johanson, [2].

The assay was named for the characteristic shape of the DNA, flowing from the nucleus and migrating
under the influence of applied static electric field, (see Figs. 1, 2). The measurement of the DNA in the
comet’s tail enables to quantify the intensity of the DNA damage caused by various genotoxic agents. The
information about the comets’ tail and head boundaries, enables different calculations of the distribution
of the DNA, that escaped from the cell nucleus.

In the recent years the use of the comet assay has grown considerably, as this method detects damages
with high sensitivity and it is relatively fast and reliable. As a result, this method of detection of the DNA
strand breaks on the individual cell level is now in wide use in genetic toxicology and oncology.

One of the application of the assay is the analysis of the effects of the ionizing radiation, [3—-5] on the
DNA structure. The formation of a comet may be a result of the DNA single strand breaks (SSB), double
strand breaks (DSB) and alkali labile sites. Using different assay pH conditions, allows the study of
either SSB or DSB. This ability of analyzing these two kinds of DNA damage is an important advantage
of the comet assay.

For the experiments, the peripheral blood lymphocytes were taken from patients before the beginning
of radiotherapy. Comet assay was performed according to Singh, [3] with some modifications described
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Figure 1: Typical comet assay images.

in [6]. The comets were observed using a fluorescence microscope at a 400-fold magnification and the
images were acquired using a 512x512, 256 gray-levels frame grabber and stored on a computer disk.
From the laboratory database, a collection of 30 digital comet images was prepared and all experiments
were performed on these picture set.

2 New Methods of Comet’s Tail Extraction

The currently applied techniques of the evaluation of the cell's damage are mostly based on simple
thresholding, which has some severe disadvantages, as the global binarization is sensitive to noise and
changes of the background illumination. In this paper three novel methods, which enable better analysis
of the comet assay images are presented.

2.1 Probabilistic, Iterative Approach

The algorithm introduced here is based on a model of a virtual particle, which performs a random walk
on the image lattice. It is assumed, that the probability of a transition of the jumping particle from a
lattice point to a point belonging to its neighborhood is determined by a Gibbs distribution, defined on
the image lattice with the eight-neighborhood system, [7-9].

Using this model, the image is treated as a realization of a Markov random field and it is assumed
that the information on the local image properties is contained in the partition fungtiminthe local
statistical system.

Let the image be represented by a matfief size NV,., N., and let us introduce a virtual particle,
which can perform a random walk on the image lattice visiting its neighbors or staying at its temporary
position. In this work it is assumed, that the particle moves on the image lattice with the probabilities of
a transition from the poin, j) to (k, ) derived from the Gibbs distribution formula

P i), (1)} = SPEAU é(]l)_ I(k,1))}

> Z(Z’J) = Zexp{_ﬂ(l(i’j) _I(mvn))}v 1)

(m,n) = (i,5)

where the symbot denotes the neighborhood relatighplays the role of the inverse of temperature
of the statistical system and (i, j) is the partition function, (statistical sum) of the local structure,
I(i,j)€ [0,1], i=1,...N.,j=1,... N,.
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Figure 2: Comet assay imag&) and its mode(b), below the intensity-sliced image), and manually
determined boundary of the coméd).

Figure 3: Image segmentation using the probabilistic, iterative approach. The pictures show the evolution
of the test image, used for the comet’s segmentation, in successive iterations.

As we are interested in the statistical sulmwhich can serve as a measure of the pixel’s relation to
its neighbors, let us assume that the value of the gixg) is set to zero. Under this assumption

P ex I(k,l , o

PG ), (k) = ZRBIEDY 7 Sh g (g1}, 16,5) =0, @)
Z*(i, ) |

(m,n) < (4,5)

The probability that the virtual particle will stay at its current positienj) with (i, j) = 0 will not

escape fronti, j) is then given by

-1

1
B [Z(mm)@(@j) exp{f- I(m,n)} 3)

A
Assigning to each image point the probability that the randomly jumping particle will stay at its current
position leads to a map of probabilities, which can be treated as a new image. The successive iterations,

lead to a binary image consisting of the comet head and its tail, (see Figs. 3 and 7a).

It is worth noticing that the proposed iterative segmentation is insensitive to the noise contamination
and illumination conditions as shown in Figs. 4 and 5 respectively.

P {(i,7), (i,4)}
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Figure 4: Image segmentation results using the probabilistic, iterative approach. The comet assay image
was obtained under noisy conditions with increasing intensity.

2.2 Region Based Segmentation

In [10] an effective image segmentation method, which works without defining the seeds needed to start
the segmentation process, was proposed. This method, originally developed for the vector valued color
images, can be also applied for the segmentation of gray level images.

At the beginning of the algorithm, each pixel has its own label, (the image consists of one-pixel
regions). In the construction of the algorithm, the 4-neighborhood system was used to increase the
computational efficiency of the method. For the region growing process, the centroid linkage strategy
was applied. This strategy adds a pixel to a region if it is 4-connected and has a color or gray scale value
lying in a specified range around the mean value of an already constructed region.

After the inclusion of a new pixel, the region’s mean color value is being updated. For this updating,
recurrent scheme can be applied. In the first step of the algorithm, a simple raster scan of the image
pixels is employed: from left to right and from top to bottom. Next pass, in this two-stage method, starts
from the right bottom corner of the image. This pass permits additional merging of the adjacent regions,
which after the first pass, possess features satisfying a predefined homogeneity criterion.

During this merging process, each region with a number of pixels below a specified threshold is
merged into a region with a larger area, if the homogeneity criterion is fulfilled. After the merging, a
new mean color (intensity) of a region is calculated and the labels of pixels belonging to a region are
modified. The segmentation results are strongly determined by the design threshold, which defines the
homogeneity criterion.

The segmented image can be further post-processed by removing small regions that are usually not
significant in further stages of image processing. Their intensities are different from the intensity of the
object and its background. Post-processing needs additional third pass from the top left corner to the
bottom right corner, whose aim is to remove the regions, which consist of a number of pixels smaller
than a certain area threshold. During this algorithm step, small regions are merged with the neighboring
regions, which are closest in terms of a color or intensity distance.

The described region-based segmentation technique has been applied to the segmentation of gray level
comet assay images. As already mentioned, the segmentation technique works also for single channel
images. The only difference is that instead of the color distance between pixels in a specific color space,
the absolute difference of their gray scale values is used.
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Figure 5: Image segmentation results obtained using the probabilistic, iterative approach. The comet
assay image was obtained under conditions with increasing illumination intensity.

The results of the segmentation of comet assay images using the described technique are presented
in Fig. 7b). As can be seen this method detects well the comet head and tail. Of course the results are
slightly different from those delivered by the previous algorithm, however they correspond well with the
assessment of a human observer.

2.3 Active Contour Segmentation

In the past decades image segmentation has played an increasingly important role in medical imaging.
Image segmentation still remains a difficult task, due to tremendous variability of medical objects shapes
and the variations of image quality affected by different sources of noise and sampling artifacts. To
address these difficulties, deformable contours have been extensively studied and widely used in medical
image segmentation.

Deformable contours are curves defined within an image domain that can evolve under the influence
of internal and external forces. The internal forces, which are defined within the curve itself, are designed
to keep it smooth during deformations. They hold the curve together through elasticity forces and keep
it from too much bending through the bending forces, (see Fig. 6), [11-14].

The external forces, which are computed from the image data, are defined to move the model toward
an object boundary and attract the curve toward the desired object boundaries. The evolution of an active
contour can be described as a process of minimization of a functional representing the contour energy,
consisting of internal and potential energy terms.

The internal energy specifies the tension or the smoothness of the contour, whereas the potential energy
is defined over the image domain and has local minima at the image edges. A deformable contour is a
curve X (s) = {X(s), Y(s)}, s € [0,1], which evolves on the image domain to minimize the energy
functional
2

ds, (4)

2

2
+ 3 (s) o X

0?%s

1/t 0X
E(s) = Ejnt (X) + Epot (X), where Ejy (X) = 2/ a(s) 55
0

is the internal energy.
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Figure 6: Testimage and beside the result of the comet’s segmentation using the active contour approach.
Below the initial contour (thick line) and the contour evolution after 30 (left) and 70 (right) iterations.

The first-order derivative discourages stretching and makes the contour behave like an elastic string,
while the second order derivative discourages bending and makes the model to behave like a rigid rod.
The second term is the potential energy

1
Byt (X) = / P(X(s)) ds, (5)
0

where the potential functio®(x, y) is derived from the image data and takes smaller values at object
boundaries. I (x, y) denotes the gray level value @t, y), then

P(z,y) = ~w|V [Gy (2,y) * I (z,y)]]” (6)

whereG, (z, y) is a two-dimensional Gaussiangdenotes the convolution operation ands a parameter.
The curve that minimizes the total energy must satisfy the Euler - Lagrange equation

0 ( 80X 0% ([ ,0°X
(%) - 552 (052 ) - VP =0, ™

This equation says thaf;,:(X) + E,:(X) = 0, where the internal force is given b¥,,;, =
—V P (X). To find a solution of the energy minimization problem, the deformable contour is made
dynamic by treatingX (s) as a function of timeX (s, t). Then we have to solve

oX 0 ( 3X> 0 (ﬁagX)—VP(X). (8)

VW:% a@s 952 0 s2

When the solutiornX (s, t) stabilizes, the left side of the above equation is 0 and we achieve a solution
of the total energy minimization. In practical applications special external forces, (damping force, multi-
scale potential force, pressure forces, distance potential force, dynamic distance force, interactive forces
etc.) can be added to the energy minimization scheme.

The results of the segmentation of comet assay images using the described active contour technique
are presented in Fig. 7c). In practical applications, the initial contour can be the rectangle placed at the
image boundaries.
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3 Conclusions

The single cell gel electrophoresis is a powerful tool that can indicate lesions in nucleus DNA caused by
various genotoxic agents. However, the lack of standardization is a serious obstacle for evaluating and
comparing results obtained in different laboratories. In this paper three novel methods of comet’s tail
and head extraction were proposed.

As can be seen the presented methods detect well the comet’s tail, despite the strong noise present
in the comet assay images. The results obtained using different algorithms are naturally not identical,
however they all correspond well with the assessment of experts. In the future work we will examine,
which of the proposed segmentation methods yields the best results in the practical evaluation of the
comet assay results.
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Abstract

This paper presents a novel approach to unsupervised segmentation and boundary detection of
digital images using an algorithm that utilizes the concept of information théwigtmation Gain
is calculated locally, at a pixel level, resulting in a gain image where high gain occurs at contrasting
boundaries and zero gain within homogeneous regions. Subsequently, a multi-scale thresholding ap-
proach based on the gain image is used to obtain the optimal segmentation results. The segmentation
is guided by both local and global parametric constraints. Comparative evaluation on real and artifi-
cial images shows promising results.
Keywords: Segmentation, Computer Vision, Pattern Recognition, Information Theory

1 Introduction

Automated image segmentation is an important processing step with widespread applications in per-
forming computer vision tasks such as pattern recognition and image retrieval. Image segmentation
algorithms classify the picture elements of an image into different classes so that pixels corresponding
to an object of interest belong to the same class [7]. Approaches to carrying out automated segmentation
can be divided into two groups, namely supervised and unsupervised methods. Interpretation of objects
of interest is often application dependent and in case of supervised segmentation priori information is
used for image segmentation by incorporating properties of pixels in relation to its neighboring pixels.
Unsupervised approaches are undertaken when prior information of objects of interest is not available.
Given the importance of unsupervised image segmentation, various methods are reported in the litera-
ture. Some of the methods for carrying out unsupervised image segmentation include the Bayesian ap-
proach [1], Markov trees and complex wavelets [11], histogram clustering [9], neuro-fuzzy systems [8],
higher-order hidden Markov chains [3] and the use of information theory and entropy [12, 10].

The rest of the paper is organized as follows. In Sec. 2 three existing and novel segmentation ap-
proaches are described. A comparative study on real and artificial data is presented in Sec. 3. Conclu-
sions are provided in Sec. 4.

2 Segmentation methods
Image segmentation carried out by Deng and Manjunath [2], results in a J-image while the method

undertaken by Jing et. al. [5], gives an H-image. Our method introduces the concept of G-image, which
is based on information gain and forms the basis of the segmentation process. In addition, we include
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an edge-detection approach as described by Lindeberg [6]. It should be made clear that this method was
developed as an edge detector and was as such slightly different from the previous two and proposed
method which form the initial step in a segmentation process. However, as will be shown, there is also
similarity in the resulting images which is the main reason for including this edge detector.

2.1 J-Image [2]

A region growing method based on image quantization called JSEG is proposed in [2]. The image
pixels are first replaced by quantized values forming a class-map of the image where a criterion for good
segmentation is defined as in Eg. 3 . L&tbe the set of all image data points in the class-map. Let

z = (x,y), zeZ, andm be the mean of all data points. Suppose color has been quantized levels,

thus 7 is classified intaC classes/;,i = 1,...C. Letm,; be the mean of the image points in cldgs

Let

Sr=) llz—m|’ (1)
zeZ
and
c
Sw=>_ Y lz—mil? 2
i=1 zeZ;
A criterion for good segmentation is defined as
Sw

J is a measure of the distances between different classes over the distances between the members
within each classy,. This is similar to Fisher's multi-class linear discriminant. Applying the criterion
to local windows in the class-map results in the J-image, in which high and low values correspond to
possible region boundaries and region centers. Finally, a region growing method is used to segment the
image based on the J-image.

2.2 H-Image [5]

Jing et. al. proposed a similar method to JSEG but with a simpler segmentation criteria, which could be
calculated directly from the original image instead of the class-map, and therefore no initial quantization
was required. To quantize the homogeneity of a pattern an H-image was derived with each pixel value
being replaced by the calculated H value. The pixels of an image were viewed as a set of spatial data
points located in a 2D plane with the top left corner being the origin. A pixel was denoted:gswith
intensity I (z,y). P was a pattern to compute homogeneity and considered to be a square window of
width 2N + 1. If ¢ = (x., y.) be the center of the pattern with the intensity beliig., y.) then each

pixel p; = (z,y), 1 <1i < (2N + 1)? in P corresponded to a vectep; = (z; — x¢, y; — y.). Based on

cp; a new vectorf; was constructed where

CPi
Ji= (i, yi) — L(Te, Ye)) 77— (4)
(I (i, i) — I( ))HCpiH
A sum of all the vectors defined iR was taken to b¢, i.e.
(2N+1)?

f= > 4 (5)
i=1

Finally the measuré/ was defined as the norm ¢fi.e. ,H = || f].
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Based on thdd value a H-image was derived. This is a grayscale image whose pixel values were
the H values calculated over local windows centered on those pixels. The dark and bright areas in the
H-image which represented the region centers and region boundaries were used in carrying out region
growing based on local homogeneity analysis.

2.3 L-Image [6]

Lindeberg describes an approach to edge detection, based on first order derivatives [6]. He proposes
several different measures of edge strength. We have use@,thg,.,, L index. The edge-strength is
given by

G'Y*nOTmL =t"(Ly — Ly)2 (6)

wheret is the scale;y is a normalisation constant, ard. and L, are the first order derivatives with
respect to the subscripts. We usee: 0.75 in our experiments, as suggested by the author.

2.4 G-lmage : Gain-based Segmentation

This segmentation method is based on regions growing usingi®¢l connectivity and incorporates
information gain heuristic at the pixel processing stage. We consider a grayscale lifxage, of size
M x N wherexe[0, M) andye[0, V). Each pixel is characterized by a grayscale value, which is restricted
to one of L possible values 1...L — 1, where maximuni. = 256 gives a 8 bit quantization scheme. An
image may be assumed to consist/ofegions, each of these is represented by a class1,2...J — 1
with J = 0, representing background. Gain is calculated at each pixel usimpmhectivity to obtain a
G-image.

Let setSconsist ofns data points in the Bineighborhood of a candidate pixel. The intensity value of
each pixel isl (z,y). Considering N neighborhood, our samp# will consist of 9 points. A pixel can
be included in the region growing process or it can be excluded. Hence there are two classes which the
sample points will be classified into. If theof each pixel is less than the global thresh@dldthen that
pixel is assigned a class of inclusion and if thef a pixel is more that the threshold, then that pixel
is assigned a class of exclusion. Given that our class @lbals two values,G=includeor C=exclude,
let ns; be the number of pixels belonging to classiCour sample.

The expected information for the whole samfjés obtained as

EI(S) = =) piloga(pi) (7)
i=1

where p is the probability of occurrence of pixs] with class G in the arbitrary sample and is given by
ns/ns

For estimating local constraint, letlbe the intensity at each pixeli,; be the mean of all pixels in
the Ny neighbourhood of pixel i and; be the standard deviation of all pixels in the neighbourhood. The
pixels at which the following condition

(I;i — p4)? < 0y (8)

is satisfied are chosen for inclusion in the region growing process. In other words if at a pixel the above
condition is satisfied, then that pixel is assigned a class of inclusion else it is assigned a class of exclusion.
The pixels which are assigned a class of inclusion, are taken to represent the greatest entropy reduction
at the candidate pixel and reflect the least randomness or impurity at the candidate pixel [4].

The expected informatio, at a given sample pixe} is given as

E(s;) = p(si) x E1(s;) 9)
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where p(s) is the probability of sample point.s
Total gain is defined as
G = FEI(S) — E(s;) (10)

Based on the G values, a G-Image is derived. This is a grayscale image whose pixel values are the
G values calculated over local windows centered on those pixels. The areas with a high G value in
the G-image represent region boundaries while areas with low or zero values represent homogeneous
patterns.

2.4.1 Algorithm outline

The steps of the algorithm are outlined below.

1. Initialize the algorithm by providing a grayscale image,p(and a start global threshold vallie
=X, and an end global threshold valtlie= x.

2. For each global threshold level ranging franF x, to T = x. perform the following steps

2.1 Using Ns pixel connectivity, for all pixels with intensity below global threshold assign class
of inclusion

2.2 Using Ns pixel connectivity, for all pixels with intensity above global threshold assign class
of exclusion

2.3 Calculate expected information of pixels iR Neighbourhood using Eq. 7

2.4 At the current pixel, using Npixel connectivity, assign class to current pixel according to
criteriain Eq. 8

2.5 Calculate expected information at the current pixel using Eq. 9
2.6 Calculate gain at the current pixel using Eq. 10

3. Display and store G-image

4. Repeat from step 2

3 Results and Discussion

We tested our method on a variety of images as shown in Fig. 1. Column (a) shows the original images,
column (b) is the resultant G-image based on our segmentation method, column (c,d) are the result-
ing H-image and J-image, respectively. We also compared our method with an edge detection method
developed by Lindeberg [6]. The implementation of this on our testimages is shown in Fig. 2.

Our method performs equally well as compared to the other methods. In the first row of Fig. 1, the
gain image shows sufficient detail and is successful in identifying features such as the eyes, hat and face
in the image. In the second row, the gain image shows the intricate pattern of spots detected. Minute
details such as the whiskers were also picked up. The performance closely matched the result of the
H-image. The third row shows results based on lung CT data. Our method is successful in identifying
the two lung region along with the trachea in the center and a few structures of interest within the two
lung regions. This is again comparable to the brightest lines in the H-image. Lastly, in the last row we
test the method on an artificial image of different object shapes with the same contrast. Once again the
performance of the method is comparable to the other methods in identifying the object regions. These
results indicate a clear boundary detection between classes for both the H and G images and as such
provide an appropriate starting point for image segmentation. It should be noted that the H images seem
to represent a noisy version of the G images. When comparing the result with the J images, these seem
less well defined and as such might provide a poor starting point for segmentation.
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@) (b) (d)

Figure 1: Segmentation results: (a) original image, (b) G-image at optimum threshold, (c) H-image, (d)
J-image.

In our implementation of J-image we used quantization of greyscale images into 64 bins. The original
algorithm deals with color images and uses a more complex quantization method based on peer-group
filtering [2] where high and low J values correspond to possible boundaries and interiors of color texture
regions. Deng and Manjunath mention that even though JSEG can be applied on grayscale images,
the result are reasonable to an extent but not as good as color image ones as intensity alone is not as
discriminative as color.

In addition when comparing with the L images (see Fig. 2), itis clear that the obtained class boundaries
in the H and G images are a subset of the detected edges. On the other hand, the L images provide more
detail as weak edges which do not represent class boundaries are also highlighted.

Accurate medical image segmentation to extract relevant parts of the anatomy is a crucial precursor
for diagnosis and guantitative analysis. Some CT lung image results are shown in Fig. 3. A CT lung
slice for the mid-thoracic region was segmented at different global threshold valu€hjs shows that
depending on the value @f various anatomical structures are extracted, e.g. atHighlues the rib
bones are found whilst at lower values soft tissue class boundaries are enhanced. To obtain the results
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Figure 2: Edge detection as described in Sec. 2.3, see Fig. 1(a) for the original images.

provided in Fig. 1 these individual threshold results are combined to provide the overall most likely class
boundaries.

To further ascertain the utility of our method we show in Fig. 4 attempts at object selection dependent
on contrast. Image (a) shows contrasting objects. Based on different global threshold values, we were
able to select the objects as shown in the subsequent images. This would be difficult using methods
which merely detect edges of objects and added steps of region labelling and selection based on region
labels would be required.

Although not covered here, the extension of the developed G images can easily be extended to G
volumes and as such can be used for anatomical segmentation of volumetric medical data, such as CT or
MRI.

Figure 3: Sequence of CT lung images at different global threshold levels: (a) original image, (b) T=60,
(c) T=90 (d) T=120, (e) T=150, (f) T=180, (g) T=210, (h) T=243.

4 Conclusion

We have presented a novel approach to carrying out segmentation when little prior knowledge is known
about the scene. In addition we have also compared our method with existing techniques highlighting
the uniqueness of our method. In future we intend to extend our analysis for carrying out unsupervised
segmentation to 3D volumes and do further analysis in the region growing and merging area. Extension
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(@) (b) (©) (d) (e)

Figure 4: Effect of contrast: (a) original image, (b) T=50, (c) T=70, (d) T=120, (e) T=160.

to color images is also planned where an approach similar to [5] could be applied to the three RGB color
values and the results combined by taking the norm of the RGB component results.
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Abstract

Contour following is a standard activity in rotoscopingliretdigital post production domain. An
artist might need teut outor edit an object separately from its background and it istéethe artist
to manually create the cut out. Techniques for automayitedicing the edges of the object exist,
but these operate with heavy manual intervention. The nexsnt technique called JetStream is a
considerable advance on manual or semi-automatic traoinguffers from a lack of direction infor-
mation in the image. This paper considers the incorporatfdhis information and so reworks the
principle of density propagation for contour following. &lapproach is more robust than previous
methods although inevitably needs user intervention torimerate image semantics.
Keywords: Particle Filter, Contour tracking, Rotoscoping, Bayesitnference, Sequential Impor-
tance Resampling, Directional Filters, Steerable Filieyi

1 Introduction

Manual or semi-automatic contour following is an importe#k in image editing. The tracing of object
contours in general is also seen as an important task in @aityn [3]. Cut-out tools that assist the user
in following a contour, can be seen in Adobe Photoshop falaimse. Automated or semi-automated
contour following is complicated by the ambiguity of any tmur in an image. Not only is it difficult to
track exactly the position of a contour because of poor intagérast and noise, but also it is impossible
to forsee the contour chosen by the user on the basis of semant

Recently, Perez, Blake and Gagnet [4] have proposed a ridmstique—calledetStream—for con-
tour following that handles this ambiguity by sampling frahe posterior distribution for the contour
location. Itis based on the use of a Particle Filter and iexaijion can be understood as explained in the
following section.

Probabilistic Tracing Approach using Particle Filters

The approach proposed in JetStream [4] to extract a contmube understood by using an analogy with
manual tracing. Starting from a poirg, the pencil draws a contour by following the edge of the pitu
The current position of the pencil at timés denotedk,. Tracing the contour can then be understood as
tracking the pencil. The growing contour is represented by an ordeggdencexy.; = (x¢ . . . X¢).

*This work has been funded by HEA PRTLI TRIP and Enterpriskaie Grant CASMS
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Let 6,41 be the angle formed by the segméri; x;.1] with the hori-
zontal axis and let assume that the points are equally sgacedstep
d. To simplify the problem, we assume that pencil speed istaohsind
therefored is set tod = 1.

Xep1 =X+ d [ cos(0111) ] 1)

sin(9t+1 )

The idea of using Particle Filters for tracing is understoaore easily
with the help of the adjacent figure. While following a contan the
mountain picture, the pencil encounters bifurcations atgkgunctions.
To select the most likely path, the idea is to try all possjid¢hs and to
decide afterwards which one is the best. In our mountairupgcexample, growing contouusg?g (in
pink), x(()lt) (in yellow) andx@ (in green) correspond to 3 different possible tracings rdjioating from
the same starting pointy. The Particle Filter framework—described properly in thextnsection—
proposes to grow simultaneously a number of possible costealso callegbarticles The particles can
take separate decisions when they reach an edge junctiom frmmework decides whether a particle
should grow further, duplicate itself, or stop, dependingts performance.

JetStream, though an elegant solution to a combinatoidfigult problem, suffers from an inability
to handle sudden changes in direction without the use of &lsiwg process. In effect, upon encoun-
tering a corner, the idea is to propose unconstrained @regiossibilities in the expectation that one
of the proposed direction will regain a contour ‘lock’. Tigaper resolves the problem by designing a
directional probability density function (pdf) that is tetable to control the evolution of the contour.
Because of the reliability of this pdf it is then possible ¢tigve the need for heavy control on contour
smoothness. The particle filter framework is presented aedtthe new design explained as problems
are highlighted.

2 Probabilistic Contour Tracking Framework

2.1 Standard Approach using Particle Filters

Recall that the ordered sequence; = (xp ... x;) represents the 2D points of the curve being tracked.
This chain is assumed to be a Markov Chain of order 2,jiéx|xo.:) = p(x|x¢,x;—1). Given the
observed image represented by a vegtar probabilistic approach to tracking proceeds by manimga
the posteriorp(xg..+1|y) to estimate the most probable next position ;. This distribution can be
written in a recursive form:

p(X0:t+1]y) = p(Xe411y, Xo0:¢) P(X0:4|y) )

This form admits a solution which manifests as the propagati densities from point to point on each
contour. Bayes rule combined with the Markovian hypothesighe contour leads to the following
expression for the posterior:

t+1
p(X0:t4+1]y) o H p(xilxi—1,%i—2) p(y|xi, Xi—1) 3)

i=2
It is then possible to show that the following recursion esis

p(x0:4411y) = P(Xe1|xe, Xe—1) P(Y|Xe41,X¢) P(X0:2]y) (4)

The termp(x;41|x¢, x¢—1) corresponds to therior on the contour ang(y|x;1,x;) to thedata model
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Although we might have an analytical expression for therpaiod the data model, this expression
presents usually no simple closed form. Sequential Montto@aethods (also callegarticle filtery
provide however a flexible and easy way of propagating ancequpation of this posterior distribution.
In this framework the posteriors are approximated in a geded fashion by a finite s@tgg))mzlmM

of M samples oparticles
M

p(X0:|y) ~ Z wgm)6(x0:t - x((fz)) %)

m=1

where(.) denotes the Dirac delta measure which is 1 in 0 and zero o'marw,gm) the importance

weight attached to particlﬁgfz). Note that our particles correspond to contow&?{) and not to single
2D points. The posterior approximation can be propagatdihia by the generic boostrap filter (or
Sequencial Importance Resampling (SIR) Particle Filter)2] as proposed for instance in JetStream.
At each time iteration, the weights are chosen using theciplie ofimportance samplingl, 2]. As we
know, it can be difficult to draw directly samples from the fgo®r p(xo.¢|y). However, it is usually
possible to find as a first step a proposal—callegortance density-from which we can easily draw
samples. In the bootstrap filter the proposal is simply therm‘ensityp(xtﬂ]xgm),xg’ff) and the
weights are therefore given by the likelihood [1, 2]:

(m) _(m)
m p(Xpis % |y) m) _(m
wt(Jrl) X (ni;_l mt) (m) :p(y|X£+i,X§ )) (6)
P(Xt+1 Ix; % 1)

To avoid that the weight distribution becomes more and mkesved which leads to the degeneracy
of the particles, the bootstrap filter addsedectionstep. In this crucial step th&/ growing contours
are drawn from the normalised weight distribution. The igethat ‘good’ contours will be statistically
replicated whereas the ‘bad’ one will be deleted.

From these approximations of the posterior distribufiory.;|y), an approximation of the Maximum
A Posteriori can be derived by taking the ‘best’ contour.

2.2 Exact Importance Sampling

A good choice for the proposal is key to the success of thécpafiiter algorithm. In JetStream—as in
many tracking algorithms—the importance distributiona@sviever constrained by the smoothness of the
particle’s trajectory. For instance the trajectory of thatour cannot deviate by more than a few degrees.
A special case is made when particles reach a corner: gartick allowed to take any direction. With
such hypotheses the position of the next particle is styoragtricted and in our experience, at the price
of missing frequently sharp turns in the contour as shownguaré 7. This problem arises due to the
difficulty in designing a prior that will both play the role afgood proposal—able to restrict the search
area—and that will give enough flexibility to model the dyresof the contour.

As a key deviation from this classical approach, we proposetonsider equation 3 and choose
directly as the proposal
PO xy™ x™) plylxi™ xi)

fxt+1 p(xt+1 ’Xl(fm) ? XgTz) p(y‘xz(fm) 9 Xt+1) dXt+1

(7)

Q(Xt+1|Y> xé’?Z)) =

By doing so, we take the optimal proposal and we ensure agiesénpling of the posterior, without
any additional constraint on the prior function. The difftguies now in drawing the samplegﬂ

directly from the proposal. Both priw(xt+1|x§m),x§’ﬂ) and Iikelihoodp(y|x§m),xt+1) functions will
be explicited in section 3 and section 4.
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Figure 1: Outlines of the Oriented Particle Spray

1. Initialisation. ¢ = 0, manually sekgm) = Xy

2. Importance Sampling Step
For each patrticlen, do:

e Prediction:
1)~ pxer ™ XDy [x™ xee) (10)
e Weighting:
w™ = / Pt ™ " p(y ™ xp1)dxe (11)
Xt11
3. Selection Step.Resample with replacemeit’ contours from the se(x(oﬁl;m =1,... ,M)

according to the normalised importance weigdaf?) /> wtm).

The weights are defined by

wt(Tl) x p(xt+1|Y>X0t) (8)
(Xt—f—l’vaOt )
/ P <™ %) ply ™ xpi1) dxpin 9)
Xt4+1

The final outline of our contour tracking algorithm is sumised in figure 1.

3 The Prior on the Contours

As the prior does not serve as a proposal, we can adopt a weakaiat on the dynamic of the con-
tour. We only assume that a particle cannot return to a pusvjmsition. This problem—trivial in
appearance—has to be handled carefully to avoid that thielpartry to rediscover their exact reverse
trajectory.

Using the trajectory anglé, the prior can then be rewritten as

P ™ %) = p(G1410™) (12)

We propose here a naive solution that disallows angles diarakly opposed to the previous direction
angle taken by the particle.

Pl [x™ %)) = @y (dist (641, 6™)) (13)

whereg,, is a kernel function based on the distance between anglepeessented in figure 2.

4 Likelihood

Introducing the angle notation as previously, the liketibla@an be reexpressed as

p(ylxie1. x™) = p(ylOrsr, x\™) (14)
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Figure 2: Values of the kernel fér — ¢ (dist(6,0)).

which stands for the probability that at pi>oe§lm) an edge goes along the directién ;. The likelihood
presented in JetStream relies mainly on the simple definitfdhe edge: the angle of the edge is defined
by 6 = atan2(I,,I,)! and its norm byN = /12 + I2, whereI, and I, are the derivatives of the
picture I. This definition presents a strong drawback: it assumesahigt one edge passes by the
pixel of consideration. In consequence, this approachatacwpe with corners, or junctions. Even if
JetStream attempts to handle this problem by using a Hamnigec detector beforehand, Figure 7 shows
that JetStream still tends to fail quite easily in its tracki We propose therefore to fully integrate the
orientation of the contours in our likelihood function. To so, we make(y|0;1, x§m>) explicit by an
approach similar to Steerable Filters [6, 5] and more spediyi in [7].

Let us assume that the probability that at pixéT), the directiond,; corresponds to an edge is
proportional to the absolute variation of the angular isini.e.:

m dl
Pyl o< | 2 (15)
where the intensity in directiof € [0; 27| Iy is equal to:
Iy = / I(p,0)g(p) dp (16)
p>0

(p,0) is a pixel coordinate location in polar coordinates, witkgior at the current contour point. The
integral is just the sum of pixels along the directién g(p) is a smoothing kernel (a gaussian for
instance), which ensures that pixels closer to the origgnraore important than those further away.
Note thatp > 0 since we wish to design a meaningful direction metric.

To interpolately to all values off we can take advantage of the periodicity/gf(since the function
would repeat everg604°8) and so consider its Fourier series:

n=N
Iy = Z H,, e/ (17)
n=0
and respectively for its derivative:
n=N
m dI . n
P01, 3™) oc |20 = | 7 nj Hye™ (18)
n=0
The Fourier coefficients can be computed with:
Ho= [ 10 00unt.0) miodp (19)
P

*atan? is tan~! with unwrapped angles.
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where
1

wn(p, ) = ;g(p)ejnd’ (20)

The continuous values df(p, §) are obtained by interpolation from the image grid. This carclas-
sically obtained by convolving the sampled pictlfe, y) with an interpolation kernet. To simplify
notations we will consider cartesian coordinates:

{ (u,v) = (p,¢) = (Vu? +v2 atan2(v, u)) (21)

(z,y) = (ny)=(/2*+y? atan2(y, z))

H, = / (I k) (u,v)wp(u,v) dudv (22)
= / (Z Iz, y)k(u — z,v — y)) wp(u,v) dudv (23)
= Z I(z,y) / k(u —z,v — y)w,(u,v) dudv (24)

By making explicit the interpolation kernel in this way, weeable to derive a complete framework for
calculation of the direction information. Finally we have:

:L‘,y

hp(z,y) = / k(u—z,v — y)wy(u,v) dudv

)

SoH,, can be computed by the use of a filter bank whose niasgk, y) can be computed offline. We
still need to make explicit the kernetsandg. Here is a possible implementation:

_ 1 i
g(p) = exp T 952
\/ 2702 99

1 ( p2+r2—2rpcos(w—¢)>
exp [ —

2
2Uk

k(u—z,v—y) =
Figure 4, shows examples of 11-tap filtérs

Examples. Figure 5 shows an example of such a pdf. On the right the vaifie§/ | correspond to
the pdf of the contour directions at the center of the picaré¢he left. This was obtained fot, = 2.25,
o, = 0.7 at orderN = 10. On the left side, the red lines correspond to the Iobe*ga{gﬂ.

5 Conclusion

Figure 7 shows some simulations of JetStream (on the ledtjlaOriented Particle Spray (on the right).
Itis visible that JetStream tends to overshoot sharp amdli® contours whereas our method can follow
them correctly, for a computational time equivalent to fret8n (the simulations where performed under
matlab). This comparison has been carried out without ugeraction that is an essential tool in a
contour tracing application. The proposed improvememtsjeialing better with sharp angles, should
henceforth simplify and limit the user efforts.

A further development of this algorithm could be also to audtically extractll relevant contours of
a picture by letting branches to grow separately after edigetions.
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Figure 3: Summary of the algorithm for computing the likelih ood p(y|0t+1,x§m))
Offline computations:

o(ey) o [ o (— P = 2rpeos(y - ¢)> exp <—”—2> exp (jng) dodp  (25)
P,

2 2
20}, 209

with the normalizing constant:

1
C=— (26)
2#0%,/2770’3
Online computations:
H, =Y 1z, y)hn(z,y) (27)
$7y
oy |dlp| [N
m o . ind
p(y|0rs1,%x; ) X | = nz;)janeJ (28)

Figure 4: Examples of 11-tap filtets,(z,y) forn = 1,n = 3 andn = 7.

60

401

20

0 . .
8 10 12 14 16 18 20 0 90 180 270 360

Figure 5:Example of an image (on the left) and the corresponding m?‘%‘l] for 6in [0°; 360°]. On the left
the red lines correspond to the directions of maximum vianat(lobes oﬂ %ﬂ ]).

References

[1] S. Arulampalam, S. Maskell, N. Gordon, and T. Clapp. Aotigl on particle filters for on-line
non-linear/non-gaussian bayesian tracking. 2002.

[2] Arnaud Doucet, Nando de Freitas, and Neil Gord&equential Monte Carlo Methods in Practice
Springer, 2000.

164



REFERENCES Francois Pitiéet al.

Figure 6: Example of the Oriented Particle Spray in actioithwn the right a zoom on the multiple
hypotheses tracking.

Figure 7: Contour tracings for JetStream on the left columuhthe Oriented Particle Spray on the right.

[3] David Marr. Vision: A Computational Investigation into the Human Reprdation and Processing
of Visual Information W.H. Freeman, 1982.

[4] P.Pérez, A. Blake, and M. Gangnet. Jetstream: Prak#bitontour extraction with particle®roc.
Int. Conf. on Computer Vision (ICCWMJ(5):524-531, 2001.

[5] Pietro Perona. Deformable kernels for early visiofteEE Transactions on Pattern Analysis and
Machine Intelligencel7(5):488—499, 1995.

[6] Eero P. Simoncelli and Hany Farid. Steerable wedge $ilterICCV, pages 189-194, 1995.

[7] W. Yu, K. Daniilidis, and G. Sommer. Approximate orietitam steerability based on angular gaus-
sians, 1999.

165



NONPARAMETRIC TECHNIQUE OFIMPULSIVE
NOISE REMOVAL FOR COLOR IMAGES

Bogdan Smolka
Silesian University of Technology
Department of Automatic Control,
Akademicka 16 Str, 44-100 Gliwice, Poland,
email: bsmolka@ia.polsl.gliwice.pl

Abstract

In this paper the problem of nonparametric impulsive noise removal in multichannel images is
addressed. The proposed filter class is based on the nonparametric estimation of the density proba-
bility function in a sliding filter window. The obtained results show good noise removal capabilities
and excellent structure preserving properties of the new impulsive noise reduction technique.
Keywords: color image enhancement, impulsive noise removal, image restoration

1 Introduction

The majority of the nonlinear, multichannel filters are based on the ordering of vectors in a sliding filter
window. The output of these filters is defined as the lowest ranked vector according to a specific vector
ordering technique.

Let the color images be represented in the commonly used RGB color space=andlgt. . ., x be
N samples from the sliding filter windoW’. Each of thex; is anm-dimensional multichannel vector,
(in our casen = 3). The goal of the vector ordering is to arrange the seé¥aofectors{x;,xs,...,xn}
belonging toll using some sorting criterion.

In [1, 2] the ordering based on the cumulative distance func@r;) has been proposed?(x;) =
Zj.vzl p(xi,x;), wherep(x;,x;) is a function of the distance among andx;. The ordering of the
scalar quantities according #(x;) generates the ordered set of vectors. The most commonly used
measure to quantify distance between two multichannel signals is the Minkowskim@sm x;) =
D e ik — :cjk|7]1/7. The Minkowski metric includes the city-block distance € 1), Euclidean
distance § = 2) and chess-board distance=£ co0) as the special cases.

One of the most important noise reduction filter is the vector median. In the case of gray scale images,
given a set¥ containingV: samples, the median of the set is defined@s € W such that

Zj ‘1‘(1) — l‘j‘ < Zj |J}z — .rj‘, A4 Ti,Tj € w. (l)

Median filters exhibit good noise reduction capabilities, (especially when long tailed distribution noise
is involved) and outperform simple nonadaptive linear filters in preserving signal discontinuities. As in
many applications the signal is multidimensional, in [3] Yfeetor Median FilteVMF) was introduced,
by generalizing the definition (1) using a suitable vector norm. Given #/sef NV vectors, the vector
median of the set is defined &gy € W satisfying

Zj Hx(l) — JJJH < Zj HXZ — XjH ) v X, X eWw. (2)
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The orientation difference between two vectors can also be used as their distance measure. This so-called
vector angle criterion is used by tMector Directional Filters(VDF), to remove vectors with atypical
directions, [4]. TheBasic Vector Directional FilteBVDF) is a ranked-order, nonlinear filter which
parallelizes the VMF operation. However, a distance criterion, different from the distance norms used
in VMF is utilized to rank the input vectors. The output of the BVDF is that vector from the input

set, which minimizes the sum of the angles with the other vectors. To improve the efficiency of the
directional filters, another method call&drectional-Distance Filter(DDF) was proposed. This filter

retains the structure of the BVDF, but utilizes the combined distance criterions to order the vectors inside
the processing window, [4, 5].

2 Nonparametric Estimation

Applying statistical pattern recognition techniques requires the estimation of the probability density func-
tion of the data samples. Nonparametric techniques do not assume a particular form of the density func-
tion since the underlying density of the real data rarely fits common density models.

Nonparametric Density Estimatiaa based on placing a kernel function on every sample and on the
summation of the values of all kernel function values at each point in the sample space, [6,7]. The
nonparametric approach to estimating multichannel densities can be introduced by assuming that the
color space occupied by the multichannel image pixels is dividedhintbmensional hypercubes. Afy
is the length of an edge of a hypercube, then its volume is giveVizby= 1’. If we are interested in
estimating the number of pixels falling in the hypercube of volurke then we can define the window
function ¢(x;) = 1, if |z;;| < 1/2, 7 = 1,...,m and 0 otherwise, which defines a unit hypercube
centered in the origin.

The functiong (||x — x;|| /hn) is equal to unity if the pixek; falls within the hypercub&y centered
atx and is zero otherwise. The number of pixels in the hypercube with the length of edges efgyal to
is thenky = Zf\il ¢ (]|x — x4||/hn) and the estimate of the probability that a samplis within the
hypercube iy = kn/NVy, which gives

pr(x) = (NV) TS o (x — xill/w). ©)

This estimate can be generalized by using a smooth kernel funéfion place of ¢(-) and the
width parametehy satisfying: K(x) = K(—x), K(x) > 0, [ K(x)dx = 1 andlimy_..c hy = 0,
limy o0 Al = 00.

The multivariate estimator in the@-dimensional case is defined as

1 & 1 |z1 — 241 |xg — Tig|
* _ 1 — <4l q — g
pN(X)_N;hlth( hl ) ) hm )7 (4)

with K denoting a multidimensional kernel functiégh: R™ — R, hq,..., h,, denoting bandwidths
for each dimension and/ being the number of samples . A common approach to build multi-
dimensional kernel functions is to usepeoduct kernelC(us, ..., un) = [[%; K (u;), whereK is a
one-dimensional kernel function

i =5 T (). ©
i=1 j=1 !

The shape of the approximated density function depends heavily on the bandwidth chosen for the density
estimation. Small values df lead to spiky density estimates showing spurious features. On the other
hand, too big values df produce over-smoothed estimates that hide structural features.

If we chose the Gaussian kernel, then the density estimate of the unknown probability density function
atx is obtained as a sum of kernel functions placed at each sample
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o) = S e (ol )
M= N W)

The smoothing parametérdepends on the local density estimate of the sample data. The form of the
data dependent smoothing parameter is of great importance for the non-parametric estimator.
Choosing the Gaussian kernel function forthe optimal bandwidth is

— (4/(m +2)) " m¥1 6 N~ (7)

whereo denotes the approximation of the standard deviation of the samples. In one dimensional case

(7) reduces to the well known, 'rule of thumb?* = 1.06N*%&, [6, 7]. A version which is more
robust against outliers in the sample set can be constructed if the interquartile range is used as a measure

of spread instead of the variance, [6]. This modified estimatar is= 0.79gN*%&, wherep is the
inter-quartile range. Another robust estimate of the optimal bandwidif is 0.9AN"56 with A =
min (6, o/1.34). Generally the simplified rule of choosing the optimal bandwidttan be written as

Wi =C 6N 8)

whereC' is an appropriate weighting coefficient.
From the maximum likelihood principle and assuming independence of the samples, one can write the
likelihood of drawing the complete dataset as the product of the densities of one sample

N A A 1%, — xi]?
:Hmwwzﬂzma%—f’> ©)
j=1 j=1 N i=1 (hV 2”) 2h?
As this likelihood function has a global maximum for h=0, in [8] a modified approach has been proposed
1
N 2 m
1 \w—mq
Z mexp (X)) (10)
j:l i=1,i#j (h ) ( 2h

This function has one maximum fér, which can be found by setting to 0 the derivative of the logarithm
of £*(h) with respect to h, which gives

lIx; sz Il
N Z J €xp ]2h2

= Ly == (11)

7j=1 Zexp< HX] x1|| )
i#j

A crude but rather fast way to obtain an approximate solution of (11) is by assuming that the density
estimate of Eg. (5) on a certain locatianin the feature space is determined by the nearest kernel
only, [8]. In this case

dlog(L*(h) 1 % —xi> m

T oh N2 W T 12
In this paper we use the optimalderived from (12) defined as

= C <(mN)—1 Zjil I%; — xj||2) 0 (13)

wherex; represents the nearest neighbor of the samplandC' is a tuning parameter.
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3 Proposed Algorithm

Let us assume a filtering windoW’ containing N image pixels,{z1,...,zx} and let us define the
similarity functiony : [0; co) — R which is non-ascending and conveX@oco) and satisfieg(0) = 1,

u(oco) = 0. The similarity between two pixels of the same intensity should be 1, and the similarity
between pixels with minimal and maximal gray scale values should be very close to 0. The function
w(z;, x;) defined asu(z;, z;) = exp{—[(x; — x;)/h]*}, whereh is the bandwidth of the Gaussian
kernel, defined by (8) or (13), satisfies the required conditions.

R-
:
:

a) Xq, JXa b)

3 8 8 & 8 8 3
L]
L]

Figure 1: Impulsive noise removal technique in the 2D case. #&jiglepicts the arrangement of pixels
in W and Fig.b) their nonparametric probability density estimation. Figsandd) present the density
plots for the cases when the central pixelsandzp are removed fromiV. It can be seen that in the
first casec) the pixelz; = x4 will be retained and in the second catethe pixelz; = xp will be
replaced byr 4. The pixelz 4 will be preserved, as in Fig) the plot attains its maximum at-, but this
maximum is less than the maximum fey in Fig. b). Regarding sample g, its rejection causes that
the maximum is attained at4 and this pixel will replace the central pixek.

Let us additionally define the cumulated suwh of similarities between a given pixel and all other
pixels belonging to windowl’. For the central pixet; we introducel; and for the neighbors af; we
definelM, as

N N
M1 = Zu(ml,xj), Mk = Z u(mk,xj), k> 1, (14)
=2 =2, j#k

which means that fary, which are neighbors af;, we do not take into account the similarity between
x, andx1, which is the main idea of this algorithm. The omission of the similagity, z1) when
calculating My, privileges the central pixel, as in the calculationdf we haveN — 1 similarities
w(zy,xg), k > 2 and for My, k > 1 we have onlyN — 2 similarity values, as the central pixe| is
excluded from the calculation df/y, [9, 10], (see Figs. 1, 3).

In the construction of the new filter, the reference pixelin the window W is replaced by one
of its neighbors ifM7; < My, k = 2,...,N. If this is the case, them is replaced by that«
for which k* = argmax M, k = 2,...,N. In other wordsz; is detected as being corrupted if
My < My, k=2,...,N and is replaced by its neighbatg which maximizes the sum of similarities
M between all the pixels froril” excluding the central pixel.

The basic assumption is that a new pixel must be taken from the wildp{introducing pixels, that
do not occur in the image is prohibited like in the VMF). For this purppsaust be convex, which
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means that in order to find a maximum of the sum of similarity functibhd is sufficient to calculate
the values of\/ only in pointsxy, zo, ..., xN.

The working scheme of the new filter is presented in Fig. 3 for the gray scale case and in Fig. 1 for the
two-dimensional data. In the example provided by Fig. 3, the supporting windlavontains 9 pixels
of intensities{15, 24, 33,41, 45, 55, 72,90, 95}, (their special arrangement in W is not relevant). Each
of the graphs frona) to i) shows the dependence &f; and M/, on the gray scale valuel(,; < M),
where M:i,; denotes the cumulative similarity value with rejected central pixelon the sample’s
intensity. Grapha) shows the plot of\/; and M, for z; = 15, plotb) for z; = 24 and so on till plot
ploti), which shows the graphs @, andM , for x; = 95. The central pixel will be replaced in cases:

@, (b), (f) - (i), as in those cases there exists a pixglfor which M; < M. The continuous plots
show that the extremum of the similarity functidn,, is always obtained at points, € W, which is an
important feature of this algorithm. Because the functlép is convex, the maximum can be found by
calculating the similarity values iV points only, which makes the algorithm relatively fast.

The presented approach can be applied in a straightforward way to multichannel images using the
similarity function defined ag(x;, x;) = exp{—[||x; —x;||/h]%}, where|| - || denotes the specific vector
norm andh denotes the bandwidth. Now in exactly the same way we can maximize the total similarity
function M for the vector case.

4 Results

The performance of the proposed impulsive noise reduction filters was evaluated using the widely used
PSNR quality measure. Figure 2a) shows the dependence of the noise attenuation capability of the
proposed filter class on the bandwidth typeandh? defined by (8) and (13). Clearly the filter based on
the h5 outperforms the technique based on thédandwidth for the whole range of used contamination
probabilitiesp, (p = 0.01 - 0.1).

Figure 2b) presents the dependence of the PSNR restoration quality measure on the kind of the
Minkowski norm. Surprisingly, thé.., norm yields significantly better results than theor L, norms.
This is the result of the construction of thg bandwidth, which depends on the nearest neighbor in the
sliding filter window. This behavior is advantageous, as the calculation af th@orm is much faster
than the evaluation of distances determined.hyL-, norms.

The efficiency of the filters based on adaptiveand h; bandwidths are dependent, (especially for
very small noise contamination) on the coefficiéhtn (8) and (13). Figure 2c) shows the dependence
of PSNR for the filter based ol as a function of” in (13). For low noise intensity the parametér
should be significantly larger than for the case of images corrupted by heavy noise process. However,
settingC' to 4 is an acceptable trade-off, as can be seen in Fig. 2 d), which depicts the efficiency of the
proposed filter in comparison with VMF, AMF and BVDF. It can be observed that althoughi thet
is not an optimal setting for the whole range of tested noise intensities, nevertheless the described filter
yields much better results than the traditional techniques.

This is also testified by Fig. 4, which compares the filtering results obtained by the filter based on
adaptivehs bandwidth with the performance of theferenceVMF, BVDF, DDF filter. As can be ob-
served the new filtering has much better detail preserving properties than VMF, BVDF and DDF.

5 Conclusions

In this paper a new nonparametric technique of impulsive noise removal in multichannel images has
been proposed. The described filter class is based on the estimation of the kernel bandwidth using the
technique proposed in [8]. The experiments revealed, that the proposed algorithm yields the best results
when applying the ., norm, which makes the filter computationally very attractive. The obtained results
show that the proposed technique excels significantly over the standard techniques like VMF, BVDF and
DDF. The future work will focus on the automatic adjustment of the tuning pararfeite(8) and (13).
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Figure 4: lllustrative example of the efficiency of the proposed algorithjrzoomed parts of the test
color imagesp) image corrupted by 3% of impulsive noigg),image after filtering with the proposed
filter, d) VMF output,e) DDF output,f) BVDF output.
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Abstract

Tracking moving objects is a basic tool which allows the development of solutions to complex
problems such as target acquisition, automatic surveillance, action recognition, etc. Tracking algo-
rithms generally deal with video that is from 15 to 30 frames per second, and the objects in motion
do not exhibit huge jumps. However, if the video frame rate is low, or more precisely, if the objects
in motion move large distances from frame to frame, current tracking methods will perform very
poorly.

We propose a method of tracking that allows for large spatial discontinuities in object motion and
is still able to track successfully. The feasibility of tracking in these sequences is demonstrated, and
results are given from application of the proposed method to video sequences taken at 2 frames per
second.

Keywords: Uncooperative Video, Tracking

1 Introduction

The problem of tracking moving objects in a video sequence is a well known and well researched problem
in Computer Vision. There are many tracking algorithms such as Mean Shift [3], Multiple Hypothesis
Trackers [5], Bayesian methods [7] [6], even Monte Carlo methods [4]. However, most tracking problems
and solutions deal with video data that has relatively good frame rates, i.e. from 15 to 30 fps, and the
objects in motion do not exhibit huge jumps. However, if the video frame rate is low or, more precisely,
the objects in motion move so much from frame to frame that their new positions do not overlap their
previous positions, current tracking methods will perform very poorly.

Part of the problem of tracking in these conditions is that we do not immediately know what we are
tracking, the number of objects, or their boundaries. Simple application of connected components to
foreground blobs will not be correct since a group of objects will be mistaken for one object, and when
the group splits up the tracker will become confused and lose them. This confusion arises because there
is no longer any area of the video frame which looks enough like the group before it split. However,
subsections of that group (the individual people) still exist. Since the group still exists as separate com-
ponents, it is reasonable to expect that if you subdivide the original group correctly, and then look for the
subsections, your search will be successful.

The proposed tracking method is to break all foreground area into pieces small enough so that they will
most likely only belong to one object. If the motion of these small pieces can be accurately determined,
we can then reconstruct objects from the pieces.
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2 Background Subtraction

Background subtraction is used to limit processing to areas that are likely to have moving objects. The
background subtraction used in our method determines foreground areas with only knowledge of the
previous, current, and next frames. We have tried more complicated background subtraction, such as
the multiple gaussian method in [1], but they typically require too much “warm up” time to be practical
in low frame rate sequences. We decided on a simple substitute method which works acceptably in
sequences with significant frame to frame motion.

The algorithm calculates a difference picture between the previous and current frames, then again
between the current and next frames. To lessen the effects of lighting and shadow, the differences are
calculated as the Euclidean distance between red and blue crominance “points” taken from the Y C,.Cj,
colors of the pixels in question. It thresholds these differences to produce binary images, then uses
connected components to remove small noise, then dilates and erodes to close up small holes in fore-
ground areas. Finally, silhouettes of moving objects are obtained by calculating an intersection of the
two inter-frame differences.

To understand why this works, consider that the difference between two frames will produce an image
of regions that changed between those two frames. Thresholding this difference so that the result is a
binary difference image produces, in effect, a union of moving areas. If we have the motion areas of 3
consecutive frames A, B, and C, we can use frame differencing to find their unions: AU B and B U C.
Then we can recover B quite easily by the equation: B = (AU B) N (BUC), ifANC = {. Proof not
shown for brevity. The assumption that AN C = () simplifies calculations, and works best when the moving
objects are moving quickly enough that they do not not overlap much of the same area from one frame
to the next. In low frame rate video sequences this is generally the case.

3 Patches

Tracking of objects is similar to object recognition in that we are trying to recognize an object from frame
N in frame N + 1. This is especially true in low frame-rate video sequences since it is not assumed that
objects will be found close to their original positions. [2] gives a method for object recognition which
uses small squares of pixels sampled from interest points on an object. Our method for tracking uses a
similar concept for “recognizing” objects from frame to frame, although, instead of selection by interest
operators, all foreground areas are covered by small regions which are then searched for in the next
frame.

These small regions, called patches, are the basic unit of tracking in this method. The creation of
patches is illustrated in the left half of figure 1 As you can see, the foreground region is diced into small
square patches. Notice that not all squares are fully occupied by foreground pixels. We will only be
interested in correlating areas that are foreground so only the pixels in the square that are part of the
foreground will take part in the correlation step.

If a patch has a few pixels that will not be used for correlation, it will still contribute valuable infor-
mation. However, we don’t want to have a patch that consists of only 3 valid pixels. This would not add
any meaningful information, and would only waste memory. In order to strike a balance, patches are
required to have at least half of their pixels be valid foreground pixels. This constraint also carries over
to the correlation process.

After patches are created, they will be correlated with every location in the next frame of the video.
This is, obviously, a time consuming procedure. The cost of performing all these calculations is amelio-
rated by placing two constraints on patch motion. First, a patch cannot move more than half of the image
diagonal length. Second, a patch can only move into foreground areas. Every location in the video frame
that is within the maximum allowable motion distance of a patch’s present location is considered to see
if it is in the foreground. Like the patch creation step, it is not required that the entire location square be
composed of foreground pixels. If the overlap between the mask of the patch and the foreground region
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Figure 1: Creation and correlation of patches: Left, generating patches from foreground area. Right,
patch from one frame correlated with next. Foreground overlap highlighted

of the location is more than half the pixels in the patch, the location can be considered as a valid match.
See the right half of figure 1.

The correlation function used to calculate matches is a modified sum of squared differences function.
The squared difference we are talking about will be the square of the magnitude, or Euclidean norm, of
the vector difference between two RGB pixels. Thatis: ||Z— 7% = (2, —yr)? + (x4 — yg)? + (x5 — yp)?.

Correlation will calculate the mean pixel squared difference, and then normalize it to be between 0 and
||P<i,j)—1‘(5+i,y+j)||2

1. Thus: p=1-— 2ig)eQ TR Range = [0,1]. P and I are the color pixels of the patch
and image, respectively. (z,y) is the top left corner of the rectangular location with which the patch is
being compared. @ is all (4, j) such that the patch’s pixel (4, j) is a foreground pixel, and the image pixel
(z + 14,y + 7) is also a foreground pixel.

In a normal correlation based search, the patch would be moved to the location in the next frame with
which it had the highest correlation. However, for low frame-rate sequences, it is beneficial to take other
factors into consideration. Instead of choosing the location with the best correlation and moving the
patch there, all correlation results are saved for later when the final decision will be made.

4 Objects

Once patches have had their correlation coefficients calculated with all valid foreground regions of the
next frame of the input video, they can be grouped into objects. Each “Object” structure in the tracking
program should correspond to real world moving objects like people, cars, clouds, etc. This being the
case, it makes sense that the grouping criteria would match the characteristics of a real world object. Two
main assumptions are used to group patches: patches belonging to one object should move in roughly
the same direction, patches belonging to one object should be relatively close to each other.

As was stated previously, patches are not automatically moved to the position with which they have
the highest correlation. Thus, we cannot emphatically determine the position, or motion vector of any
patch. How then shall these patches be grouped into objects? If, hypothetically, each patch was placed
in all locations with which that patch had an acceptable correlation, we could then determine all groups
of which that patch could be a part. Then the best of these hypothetical groups could be chosen. To put
it more directly, make all possible groups, choose the best ones, throw out the rest.

Each hypothetical group will be made so that all patches meet the two criteria of spatial closeness
and motion similarity. The worth of a group is then decided based on how many patches that group has
since more patches mean more total pixels and a more accurate correlation. This is refined to consider
the fitness of match determined by the correlation process for each patch. If a patch could be placed
in several groups, it makes sense to place the patch where it has the highest correlation. Or, from the
viewpoint of the group, Several patches with high correlations is better than more patches with mediocre
correlations. The worth of a group will still be measured by how many patches it has, but weighted by
the patches’ correlation with their locations.
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The first step in object creation is to make groups of patches that move with about the same motion
vector. We will call these “Iso-Kinetic Groups.” Making iso-kinetic groups would be easy if we knew
where each patch was going, but since we only have the possible locations of each patch finding the
optimal solution would take exponential time. Fortunately a simple greedy algorithm provides an alter-
native. First, let U be the set of all ungrouped patches. Second, find all I; = {(p;,%;) : p; € U and
||0; — o3| < e}. Where v; is the main vector of I; and ¢ is the maximum acceptable deviance from that
vector. Third, determine Ij, such that |I| > |I;| VI;. Fourth, make I} into an iso-kinetic group and
repeat the entire process until |U| = 0.

The bulk of the work in this algorithm lies in step 2. Finding all possible iso-kinetic groups is a very
time consuming process, and also unnecessary. The goal is to find groups of patches, so the algorithm
should only check vectors a patch can accept. Thus, Vp; € U and Vo; acceptable to p; we generate a
group I; of all patches p; for which 3u; such that ||o; — vj|| < e. Furthermore, if there is more than one
acceptable v;, the algorithm tries to find the vector ¥; which is closest to ;. The threshold € is chosen
to specify how homogenous the motion of patches in a group should be. Small € results in groups with
little deviance in the motion vectors, but there may not be a vector upon which patches can agree.

Patch overlap is not allowed. If patches are allowed to overlap, they tend to increase in overlap as
tracking continues. Inevitably the patches overlap completely and become exact duplicates of each other.
This is obviously bad, so the second step in object creation is to rearrange the patches of each iso-kinetic
group to not overlap, but still move in roughly the same direction. That is, v; from (p;, ¥;) is changed
slightly to v_;’- such that ||1;Z — 75| < € and 1;2 is acceptable to p;, but, unlike 7;, When the patch moves
with vector v_;’- it will not overlap another patch that has a better correlation coefficient. If no acceptable

1;'; exists, the patch p; is deleted. The process of moving weak patches out of the way of strong patches
is repeated until all overlaps are resolved.

The final step of the grouping process to apply a connected components process where connectedness
is defined as the distance between two patches being less than a proximity threshold. Thus, we call
this “Proximate Components.” Each iso-kinetic group I; is passed through the proximate components
algorithm. A threshold is set that requires a component have a minimum number of patches to become
an object. Otherwise, its patches are deleted. The resulting objects satisfy the two criteria of spatial
closeness and approximate homogeneity of motion.

One happy consequence of using motion as a grouping criterion is that the same grouping process
responsible for object creation can be used just as well for object tracking with a few additional con-
straints. Firstly, most, if not all, of the patches in the object will be in the same iso-kinetic group. The
object tracker will apply the same process used in object creation to the patches that belong to the ob-
ject. It will take the largest of these new “sub-objects” and discard the rest. The object is moved in the
direction these patches took. The patches of the discarded objects are returned to the list of free patches
so they can possibly be made into new objects. This handles the case that a group of real world objects
are traveling close together and then split up.

The second additional constraint is more of a suggestion than a hard rule. In low frame-rate video, ob-
jects do not necessarily have smooth velocity, or acceleration. However, observation of many sequences
shows that it is not uncommon for an object to move in a relatively straight path. Consequently, the ob-
ject tracker will suggest that an object should continue following the same motion vector as it took in the
previous frame. In the iso-kinetic grouping, it will choose the group I; whose main vector v, is the same
as the object’s previous motion. If |I;| has half or more of the patches of the object, it will determine the
object’s motion. Otherwise, the largest iso-kinetic group is chosen as in the previous paragraph.

After the existing patches of an object have been tracked, newly created patches are added to the
object. The object needs to be able to gain patches in case previously occluded parts of the object come
into view. Patches that meet the two grouping criteria (spatial closeness and motion similarity) will be
added to each object on a first come first served basis. If a patch is close enough to more than one object,
and it can accept motion vectors that are within € of the main vectors of those objects, the first object to
claim that patch gets it. The patches in each object are rearranged to fix patch overlaps just like in the
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reorganization algorithm given above. Any patches that are discarded in the rearrangement are returned
to the free patches list for later use. This is important since the object tracking phase actually comes
before object creation so that existing objects are able to claim new patches that are rightfully theirs
before new objects are made from them.

5 Occlusion Handling

Any useful tracking algorithm must be able to handle occlusions to some degree. In our method, we start
to handle occlusion when the bounding rectangles of two objects overlap by more than 80%. Meaning,
the overlapping area is 80% of the smaller rectangle. It is not uncommon for bounding rectangles to
overlap by a large amount, even when the actual real world objects do not overlap much, because patches
don’t always fill up the entire rectangular bounds of the object. 80% was found to be a good cut-off
point. If 80% of the smaller of the bounding rectangles is occupied by the other, it is quite likely that
the real objects are occluding each other. We do not check for overlap by finding if the objects’ patches
overlap because if the actual pieces of the objects represented by the patches were to overlap, the result
would be an area that was not similar to any one patch and unlikely to be chosen during the correlation
search, so they wouldn’t overlap anyway.

After determining which objects are overlapped, we decide which object is in front. Obviously we
cannot update the patches of objects that are underneath other objects. Those patches would no longer
represent their object. However, the front-most object can, and should, be updated. The front object is
determined by applying a simple observation. If a real world object is in front of another, most of the
image pixels in the occlusion area will be a part of the front object. If the front object looks sufficiently
different from the rear object(s), then it is reasonable to assume that patches of the front object will have
the best correlation coefficients with their positions in the image. Thus, the front object is the object with
the highest sum of patch correlation coefficients.

Motion prediction is very basic since the objects only exist for a short time and it is hard to build up a
statistically accurate motion model. The front-most object can be tracked, so it is updated with accurate
positions. The velocity of a rear object is assumed to remain constant while it is occluded. Its position is
updated every frame, based on the constant velocity assumption, until it is freed from occlusion. So the
complete occlusion handling mechanism is: First, find objects whose bounding rectangles overlap more
than 80%. Second, determine which object is the front-most object by finding the object with the best
total correlation. Then, objects behind the front object are “put on hold” until they no longer occlude,
and they are tracked using simple constant velocity prediction.

6 Results and Conclusion

These sequences can be downloaded from http://www.cs.ucf.edu/ vision/lowframeratetracking/downloads.html
along with other sequences and results not shown here.

Figure 2: Good results tracking 3 people from overhead view
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Figure 3: Objects lost. Failure in background subtraction due to lighting

Figure 4: A simple occlusion is handled well

Tracking objects in low frame-rate video is, unfortunately, not studied or used in the field of Com-
puter Vision. Unfortunate because, as we have shown, it can be done even with primitive background
subtraction and practically non-existent motion prediction models. Objects can be found and tracked
by partitioning the set of patches into iso-kinetic groups, then determining proximate components. This
method could be much more effective if a robust background subtraction method, tuned for low frame-
rate sequences, were employed to give more accurate foreground/background segmentation. As it stands,
the concept of low frame-rate tracking has been demonstrated as a feasible concept, and implemented
with good results.
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Abstract

This paper describes current work on a photo-id system for humpback whales. Individuals of this
species can be uniquely identified by the light and dark pigmentation patches on their tails. We pro-
pose semi-automatic algorithm based on marker-controlled watershed transformation for segmenting
the animal’s tail from the surrounding sea. We propose fitting an affine invariant coordinate grid to
the resulting segmentation. The grid can be adjusted according to the level of occlusion by the sea.
A numerical feature vector capturing the patch-distribution with respect to the grid is then automati-
cally extracted and used to match the individual against the database of similarly processed images.
Keywords: photo-identification, biodiversity, watershed segmentation, affine-invariant coordinate
grid, similarity matching

1 Introduction

Individual identification of cetaceans (marine mammals, i.e. whales, dolphins and porpoises) is of great
interest to marine biologists. Identification plays an important role in their long-term studies of the
population and behavioral patterns of the mammals [1, 4, 6]. The method of photo-identification hinges
on the uniqueness of the natural markings which can be captured by photographing the dorsal fins or
flukes (i.e. tail). Marine biologists discovered more than 30 years ago that humpback whales exhibit
sufficient variation in their natural markings to allow the identification of individuals based on images of
their flukes. As the photographic collections grew, so did the need for more efficient retrieval methods
that would allow a researcher to quickly match new photographs against the image database.

There are several approaches to photo-identification available in the literature. In [6] manually gen-

erated code is used, based on a set of 38 generic fluke patterns which takes into account the shape of
the central notch and the location of blotches/scars. Similarly, WhaleNet [8] is a graphical user inter-
face (GUI) which allows the user to narrow down the search for matches by visually selecting one of
18 fluke types. Araabi extends a curve-matching technique, originally developed for the identification of
bottlenose dolphins [2], for the encoding of the fluke’s trailing edge of humpback whales [1].

The approach proposed in this paper comprises two main steps, namely the extraction of the fluke

region and patches, and the actual matching. While Kehtarnavaz et al. [4] introduced an interactive
live-wire algorithm for the fluke extraction, we favour the use of morphological segmentation tools. And
while [4] introduces affine moment invariants as features, we avoid the use of high order integrals by
constructing an affine invariant grid that is automatically fitted to the tail. To decrease the effect of
different levels of occlusion (submersion) by the sea the grid can be dynamically adjusted according to
the level of occlusion of another tail- candidate for matching. Next, each region is characterized by the
relative contribution of dark and light patches. This maps the visual information into a numerical feature
vector which can then be compared to the feature vectors obtained from other images.

180



Elena Ranguelova et al

2 Fluke Patches Extraction

Because the photographic material is typically quite challenging (small colour differences between an-
imal and background, confounding factors such as water splash, highlights on wet surfaces, etc.) au-
tomatic segmentation of the tail is unable to deliver the accuracy required for photo-identification. For
that reason, we have opted for semi-automatic segmentation based on a marker - controlled watershed
algorithm [3].

The watershed transformation is a powerful and well - established mathematical morphology tool for
image segmentation which has been used in many applications [3]. Any gray-level image can be con-
sidered as a topographical surface. Flooding this surface from its minima while preventing the merging
of water coming from difference sources, will result in a partitioning of the image into catchment basins
associated with each minimum. If we apply this transformation to the gradient of an image, we should
obtain catchment basins corresponding to homogeneous gray-level regions. The transform, however,
tends to produce an over-segmentation due to the local variations in the gradient. A marker-controlled
transformation is a solution to this problem. The location and support of the minima is given a priori in
the form of markers, after which the gradient image is modified via morphological reconstruction [3]. In
this way only the most significant gradient edges in the areas of interest between the markers appear in
the final segmentation.

The tail extraction process is initialized by the user, who specifies a rough initial contour (marker)
within the tail. This is illustrated in Fig. 1.

% Phluke Phinder: mn_gn_00006.png

File

Figure 1: Original image and initial rough marker for the tail.

The watershed transformation is then applied to the modified gradient and automatically produces
an estimated boundary contour for the fluke. Whenever needed, the program interface allows the user
to fine-tune the result by interactively introducing set of additional positive and negative markers. The
noise- and error-prone region at the basis of the tail (due to wave occlusion, water splash, etc.) is removed
by clipping the contour (Fig. 2).

hd Phluke Phinder: mn_gn_00006.png

Figure 2: Watershed-based segmentation of fluke (green contour). The fluke is clipped at its base at a
user-supplied point (blue) by fitting a line parallel to the blue line connecting the fluke tips.
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The user is prompted to specify three tail landmarks, viz. the left and right flukes tips and the central
fluke notch. These landmarks have also been used for photo-identification of flukes in [5]. Next, we use
Otsu’s gray-level thresholding [7] on the extracted fluke to obtain an initial segmentation into dark and
light patches.

Finally, the interface supports local thresholding in order to allow the user to fine-tune this patch seg-
mentation in regions of special interest where the global thresholding failed to catch subtle, but significant
details (Fig.3).

Figure 3: Final segmentation result divided in black and white patches used for the identification. The
three landmark points are indicated as green dots.

3 Matching

3.1 Fitting a Coordinate Grid

Images typically exhibit a large variation in viewing angles, distances and fluke inclination. In [4] it is
argued that since fluke surfaces are nearly planar with dimensions significantly smaller than the distance
to the camera, these variations can be modelled using affine transformations such as rotation, translation
and scaling. To be robust with respect to the above-mentioned variability, we therefore propose a coordi-
nate grid that is superimposed on the tail and will divide it into Np regions. The idea is very simple and
straightforward. A triangle LOR (Fig. 4) defined via the three preselected landmarks is constructed.

Figure 4: Affine grid construction.

The base of the triangle (the line connecting the fluke’s tips L and R) is divided in two equal parts by
the point M. The symmetrical point of M in respect to O, i.e. N is found. Each fluke is then divided
into n parts with lines parallel to the median N M. Thus, the grid delineates Np = 4n — 2 (the tips
are considered single regions) grid regions. These regions are labelled 1 through Nx by scanning left to
right, top to bottom. For the grid on Fig. 4 n = 4, Np = 14.

Notice that since the construction is solely based on affine invariant concepts (i.e. middle point,
symmetry, equal distances, parallel lines), the resulting grid is invariant under affine transformations.
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3.2 Feature Extraction and Comparison

After the grid has been fitted to the segmented fluke an N p-dimensional feature vector f = (f1,..., fny)
is computed. Each element f; equals the ratio of the number of white pixels to the total number of pixels
in the -th grid region. The feature vector for each fluke image is computed and stored in a database of
features F = {f}, ..., fx} for all N images of the image database.

The matching process involves a comparison of the feature vector q calculated from a query image
against each entry f in F. This is done by computing the average Euclidean distance per fluke segment

VN L(gi - )
f) = N
Zi:l Ii

where the indicator variable I; determines if the corresponding region of any of the pair of flukes to
compare should be considered, i.e.: I; = I]'] Zf . The indicator equals 1 for all regions above the clipping
line and O for the ones which are occluded. Because different regions will be occluded with the different
flukes we need to normalize the distance over the number of regions used for computation of the simi-
larity of any pair of flukes. The images in the database are then ranked based on their similarity to the
query image.

d(q,

) ey

3.3 Adaptive Adjustment of the Grid

The flukes are submerged into the sea up to a different level, therefore the totally or partially occluded
grid regions are not directly comparable. There are two ways of dealing with this problem, namely
ignoring all affected grid regions (i.e. to set I; = 0) or to adapt their relative size. If the first approach is
adopted one can lose important information from characteristic patches/ markings located in the partially
occluded regions. We propose an adaptive grid adjustment scheme. If the location of the point IV is
below the clipping line ¢ || LR, the level of occlusion can be defined as the ratio of the heights of the
similar triangles as depicted in Fig.5: | = h./h.
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Figure 5: Adjustment of the coordinate grid to accommodate the different level of occlusion.

When comparing a query image to a potential match from the database the levels of occlusion may be
different, i.e. 9 # If. If the database image has been occluded more than the query, i.e. if If > 19, to
preserve the area ratio the clipping tail line of the query has to be adjusted to a new height:

~ hipa

hd=—% = 1fha. )
Analogously if [4 > If, the clipping line of the potential match has to be adjusted. In this manner, it is
possible to use the correct part of the partially occluded regions within ALN R.

Therefore the final retrieval scheme is modified as follows. Initial matching is performed as described
in Section 3.2. For the partially occluded regions within ALN R the indicator variable is set to 1. The
query is compared against the whole database. Then the grid adjustment if performed between each pair
of images: the query and the candidate within the top 20 from the initial ranking. During this process the
features are recomputed for the new grid regions and a new final ranking is performed.
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4 Results

A database of 69 gray-scale images of humpback whale flukes of different resolution and different quality
was available for testing the proposed methodology. The database has been manually processed by
an expert and 32 individuals were identified. For 5 of these individuals there were 3 different images
available (triple) and for the rest (27) there were 2 images each (pairs) in the database.

4.1 Fluke and Patches Extraction

The watershed segmentation provided an excellent contour of the tail for most of the data at one iteration
(immediately after the user specifies the tail marker). For the remaining images (mainly of poor quality),
the user could achieve very good extraction after few iterations of fine-tuning additional markers using
the GUI. The subsequent thresholding produced a very good binary representation of the flukes and the
natural markings. Figure 6 illustrates the performance of the flukes and patches extraction for 2 pairs of
images of the database. It can be seen that the segmentation captured the important markings well.

NAHWC #0063 Longhorn

NAHWC #0448 Anvil YoNAH #0200

Figure 6: Segmentation and grid fitting to two pairs of images subject to affine transformation.

4.2 Grid Fitting and Matching

Figure 6 illustrates also the grids (n = 8, N = 30) fitted to the segmented pairs of images. It should be
noted that salient markings appear in the correct grid region independently of the viewing angle and tail
slant, especially visible for the second pair.

Two matching strategies were tested. The first one ignores all completely or partially (i.e. I; = 0,V :
R; N ¢ # ) occluded regions, and no grid adjustment was performed. The second strategy performs
grid adjustment within the top 20 matches obtained after an initial ranking as described in section 3.3.
Although the first strategy is faster as it uses the pre-computed feature database F and no re-computation
18 needed, the second one achieves better retrieval results as summarized in Table 1.

Table 1: Percentage of individuals whose true match is ranked among the top k.

Grid adjustment | k=10 | k=3 | k=1
No 94.2 81.1 60.8
Yes 100 84 66.7

Both strategies reduced the number of images which had to be reviewed by the expert by a factor of
7. All images had their true match ranked amongst the top 10 using the grid adjustment strategy. For
more than two-thirds of the database images the true match(es) were correctly identified as the first (or
first and second in case of triples). A more difficult case is illustrated in Fig. 7 where the true match of
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a query image belonging to a pair was ranked third. It can be noted that the “false positives™ are still
visually similar to the query image.

Ve S

HWC# 0010 Patch NEFSC

- e
NAHWC #0321 New Moon
#1245 PENGUIN Mingan Is. Cetacean Study

Figure 7: Query image (left framed in blue) and first three matches. The true match is framed in red.

5 Discussion

The work reported in this paper addresses two aspects of the photo-identification problem: the segmen-
tation of relevant image information (fluke, patches) and the feature extraction and matching based on
an affine invariant coordinate grid.

The segmentation program has been tested by marine biologists during a Europhlukes Project software
evaluation test meeting, where it had a very favourable reception.

The performance of the matching needs to be confirmed on a much larger database. However, the
methodology is quite generic and can easily be extended to other photo-identification problems (e.g.
dorsal fins for dolphins). Also, our hypothesis is that on a larger database the grid adjustment will
achieve more substantial improvement in the retrieval performance.

The current research efforts are focused on developing a salient patterns detector. The descriptors of
the salient markings in respect to the affine coordinate system, could dramatically improve the recall
specificity.
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EC project-ID EVR1-CT2001-20007). Judy Allen is gratefully acknowledged for providing the images.
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Abstract

Provided is a critical evaluation of six visualisation models for image database navigation. Difficulties in
visualising the results produced by content-based image retrieval systems have driven research into finding
optimal ways of displaying these images so they convey as much information to the user as possible. Initial
visualisation of an entire database is also a desirable asset which helps browsing through an image
database as a whole. Research of these systems aims to find a system that integrates fast indexing and
accurate retrieval with easily navigable and intuitive image database browsing. Accuracy of the displayed
results are compared to the computational complexity taken to produce a visualisation determining if
certain systems are realistically suitable for certain image databases. This paper provides details of the
attractive features offered by each as well as the drawbacks, concluding in the best available system for the
features desired.

Keywords: Content-based image retrieval (CBIR), image database navigation, image database browsing,
PCA, MDS FastMap, picSOM, MARS 3D, hierarchical clustering, global visualisation.

1. Introduction

Content-Based Image Retrieval (CBIR) is playing a major role in image retrieval systems such as those provided by
stock photo companies. Initially concept based methods were adopted where each image were individually annotated
and categorised before keyword searching could be performed. This method is still extensively used in many image
database systems but the need for more detailed, automated and accurate indexing techniques has led to the adoption of
CBIR which is based on features computed directly from images and a defined similarity between these features
resulting in a computed resemblance between images which ideally corresponds to the visua similarity humans would
assign. Properties of concept based methods meant they were able to catch the semantic content of an image by
assigning descriptive words which (currently) could not be captured using CBIR (although the latter are able to match
primitive features that are difficult do describe using words). Both are very useful for different reasons and are
combined in some cases increasing the efficiency of aretrieval system.

Indexing systems such QBIC [2], visual SEEK [10] or NETRA [7] that use these methods of extracting content features
generally have good retrieval results but lack when it comes to the facets available for searching. Presently their main
method of retrieving similar images from a collection is to query by example where a specific image is used to initiate
the search and retrieval of similar looking images. Other querying procedures such as query by sketch, metadata or text
have also been investigated but are typically rarely used due to various drawbacks of each method. One requirement all
‘query by X’ methods have in common is that an initial input is needed to instigate. Often the precise content of the
image sought after is unknown, making existing querying methods increasingly impractical: if you don’'t know the
shape of the object in an image, you can't sketch it for querying, and if the colour content is not well known either then
searching by this method will yield unsatisfactory results.

Another aspect which has not been extensively researched into is the visualisation of the images returned as the results
obtained from querying an image database system. In general, all images and results are displayed in a one-dimensional
linear fashion, either in rank order after a query or in the order they were read in from the database. This gives no
indication to the user of where a certain image can be found unless queried. When visualising larger datasets, the
number of images becomes far greater than are realistically viewable on a single screen. Drawbacks like this have lead
to the research and development of how to arrange the images in such a way that they are positioned on the screen in
relation to al other images. While this may cause significantly more images to be displayed at once the advantage is
that all images are visualised at once and clusters of related images will appear which can then be investigated further.
With the images positioned relative to their similarity with other images, the display gives structure as homing in on one
area means all neighbouring images will be alike.

Displaying an entire dataset on a single screen and allowing the user to localise specific areas to home in on creates the
option of browsing whilst also giving indication of the size of the collection. Navigation can be accomplished through a
top-down hierarchical approach (through zooming into an area of interest) thus giving more visual information on the
entire range of the database to the user. Using this approach to visualisation is a widely desired feature by both users
with personnel image albums and busi nesses that manage larger image compilations.
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This paper surveys six methods that have been used to visualise image datasets and introduce the ability to browse
freely through them. Besides explaining the underlying techniques advantages and disadvantages of each method will
be highlighted and a recommendation for a useful visualisation system provided.

2. Principal Component Analysis (PCA)

Principal component analysis involves a mathematical procedure that transforms a number of high dimensional
correlated variables into a smaler number of uncorrelated variables called principal components by reducing the
dimensionality whilst preserving the ‘essence’ of the data. High dimensional data is normally vast in size and
ungraspable by the human mind, making some form of representation necessary. Technically this involves the
computation of the top eigenvectors of the original distance covariance matrix. This is the most common method of
embedding axis in a linear combination of the origina axis. In terms of image database visualisation the input data
typically consists of pairwise relationships between data el ements, normally similarities or distances.

Various approaches exist that perform the operation of finding the bases which best maximise the variance operation;
the one briefly explained here is based on the relationship between PCA and the Singular Vaue Decomposition (SVD).
Initially the mean vector (the 1% principal component) of all samples is calculated and subtracted from each dimension
(hence resulting in a distribution with the origin asits mean). SVD computes the remaining components by producing a
diagonal matrix with eigenvalues in descending order. Each singular value from the SVD is proportional to the square
root of the variances (proportionality constant is the ‘unbiased’ covariance estimator 1/(N-1)). The corresponding
eigenvectors are the principal components. Once these have been calculated all samples (i.e. images) in the database can
be projected on the principal components and the projection weights be used for assigning co-ordinates for the display
of each image, i.e. for the display in a two-dimensional space e.g. on screen the first two principal components are
exploited.

Using this linear strategy is more limited than their non-linear counterparts but still hold some advantages. Results
shown are reliable, with genuine properties of the origina data if the similarity matrix were constructed using the L2
norm (Euclidean distance). If distances between images are based on any other norm (e.g. L1 norm — ‘Manhattan’
distance) or indeed any other distance function, the results will not be as reliable which follows from the fact that PCA
maximises the captured variance in a least-squares Euclidean way. Hence, if accuracy is of interest, further
configuration rearrangements should be considered as any non-linear correlation between variables is missed out and
not captured. On the plus side, the mapping of images to display co-ordinates is straightforward. The way to compute
these positions is very efficient as PCA calculates them using a linear approach, hence the overall computational
complexity isrelatively low.

3. Multidimensional Scaling (MDS)

Multidimensional scaling [5] expresses the similarities between different objects in a small number of dimensions,
allowing for a complex set of inter-relationships to be summarised in a single figure. MDS can be used to analyse any
kind of distance or similarity/dissimilarity matrix created from a particular dataset.

There are two types of multidimensional scaling methods, metric and non-metric. Metric MDS is where the distances
between the data items are given and a configuration of points that would give rise to the distances is sought, for
example distances between cities in a particular country would use metric MDS. This perfect reproduction of distances
is not always possible, in which case non-metric MDS would be used. Non-metric is where the calculation between
rank orders of similarity Euclidean distances and rank orders in the original space are computed to produce a set of
metric co-ordinates which most closely approximates their non-metric distances.

The application of MDS for image database display and navigation was first proposed by Rubner (Rubner et al. 1997).
Rubner produced a way of not only visualising the retrieved images in terms of decreasing similarities but also
according to their common similarities. By using non-metric MDS to implant all images by their similaritiesin atwo or
three dimensional Euclidean space, these calculated distances could be preserved.

For non-metric calculations a similarity matrix need be obtained from the CBIR techniques previously calculated.
Euclidean distances are calculated and initially compared using Kruskals' [5] ‘stressformula l’.

2 (5= Si)) W
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This algorithm expresses the difference between the similarity values ‘S and the Euclidean values ‘'S’ between all

images. The aim of non-metric MDS is to assign locations to the input data so that the overall stress is minimal.

Typically an initia configuration is found through PCA as described in the previous section. While the degree of

goodness-of-fit after this is in general fairly high it still can be improved. To do so the locations of the points are

updated in such away as to reduce the overall stress. If for instance the distance between two specific samples has been

overestimated it will be reduced to correct this deviation. It is clear that this modification will have implications for all
other distances calculated. Therefore, the updating of the co-ordinates and the recalculation of the stress is being

STRESS =
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performed in an iterative way where during each iteration the positions are dightly changed until the whole
configuration is stable and the algorithm has converged into a minimum where the distances between the projected
samples correspond accurately to the origina distances. Several termination conditions can be applied such as an
acceptable degree of goodness-of-fit, a predefine maximal number of iterations or a threshold for the overall changesin
the configuration. Once the calculation is terminated the points can then be mapped onto the screen.

Navigation through this program starts initially with a global display of the entire database with images positioned in
relation to how similar they are with all others. From here the user has the ability to zoom into certain regions of interest
to enlarge and allow for further querying. For each localised visualisation occurrence, the images selected in the area
have their similarity distances recalculated and projected back into two-dimensional format. This accommodates for the
enlargement so to occupy the entire screen when displayed. When a region is localised on the distances need to be
altered in accordance to the new screen co-ordinates to give maximum visibility of the images. Along with this the
images need to be sized, both of these are time abundant relating in atime delay each time an areais localised. Thisis
not a desirable attribute of the system, as normally it would be expected to happen at real time.

All other querying methods are still achievable as long as the appropriate CBIR techniques have been implemented.
Retrieval of images from either a sketch or an example, results in the appropriate images being displayed around the
selected image in accordance to their similarity. Normally only a certain amount of images, e.g. 15, will be retrieved as
too many causes clustering to occur and the display of insignificant results.

Disadvantages of this accurate positioning system are the computation time needed to re-calculate the stress value to
obtain the best available configuration of points. Asit uses a quadratic approach to compute distances etc. it meansit is
computationally expensive, ‘O(N?)’, where ‘O’ represents the object and ‘N’ the number of items, making interactive
visualisation of alarge number of images unsuitable.

4.  FastMap

Another system in which proposes mapping points from a one-dimensional k-d space such that the dissimilarity
distances have little discrepancies, is the FastMap algorithm [1]. In genera thisis acomputational simplification of the
MDS procedure based on the geometrical reflection. Vector projections and distances are updated to a degree of
accuracy to discover the best configuration of points by iteratively discovering the direction of the strongest component
vector.

FastMap aims to display imagesin a global manner, similar to that of MDS and PCA, where the positioning of images
depends on the dissimilarities between all pairs of images. Additionally it attempts to improve on existing methods by
computing the results and then displaying them in a more redlistic time scale. CBIR techniques are not required for this
algorithm to compute; instead the only input required for this to work is the distance function. The FastMap algorithm
automatically extracts suitable distance features from each object, approximations are made between the interpoint
distance scores with the results being estimated. This is an unbiased approach which calculates extremely quickly
especialy in comparison to that of completing a full multipoint matrix.

Linear mapping is used to produce results; the idea behind this is to calculate the properties of two objects (pivot
objects) that parse through a carefully selected line in n-d space using the cosine law. Pivot objects are ideally two
objects that are as far apart as possible and are chosen using a linear heuristic algorithm. This process chooses one
object at random and another by finding the point furthest from it, this found object is then set as the furthest from the
arbitrary one and both are returned as the pivot objects. This heuristic algorithm is completed until all objects have been
mapped onto lines.

When a query by example is performed the pivot objects values are required for knowing the lines of appropriate points
so the query can be mapped into a point in k-d space. For this reason storage of each pair of pivot objects is required
after each recursive call. Querying methods are performed at a faster rate than other systems due to its integration with
highly fine-tuned Spatial Access Methods (SAM) such as R-trees and R*-trees. All of this are computed linearly to
keep the computation time down as if it was done by finding the maximum value of the two objects, there would be
‘O(N?)’ computations performed instead of just ‘O(N)’ in turn slowing the algorithm down. The results can be extended
causing the mapping of two objects on a line in 2-dimensiona space whilst till preserving some of the distance
information. For mapping to occur in k-d space, projection of all other calculated distances need to be estimated. These
can then be placed onto several linesin n-d space by construction, by recursively repeating this procedure results in the
ability to project these points into k-d space. Computation time is reduced as it is linear on the number of objects it
requires only ‘O(N)’ calculations, meaning time taken for the algorithm to map a new object onto the display is reduced
dramatically without significant loss of output precision.

Using this approximation procedure can give way to some of the approximations being considerably different from their
acceptable value. This algorithm reduces this degree of inaccuracy but unfortunately results in some discrepancies

appearing.
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5. picSOM

A system designed for use with the internet, retrieval of images is conducted through a web browser on databases
exceeding one million picturesin size.

T. Kohonen [3] developed a neural network algorithm using Self-Organising Maps (SOM) to manage images into map
units. Its uniqueness comes from the ability to run SOM’s concurrently, both to reduce the amount of data by
clustering, and to construct a non-linear projection of the data onto alow dimensional display.

Using dlightly more advanced Tree Structured Self-Organising Maps (TS-SOMs) as the image similarity ranking
method can be used for creating a hierarchical representation of the imagesin a particular database has been approached
by Laaksonen, Koskela and Oja [6] in the creation of the picSOM system. This prototype system utilises numerous
content-based image retrieval techniques, either individually or in parallel, to adapt to all different types of database
from large to small and domain specific to random. For each statistical feature vector used to retrieve images, an
additional two-dimensional TS-SOM is created; resulting in numerous TS-SOM’s being grouped in paralel for
calculating the best similarity results. If necessary, additional feature vectors can be introduced and integrated with ease.
The main advantage is that the user can specify different queries for different features with the system automatically
computing the input data and retrieving the results dependent on the queries selected.

TS-SOM'’s are a vector quantization algorithm which uses a hierarchical structure as its indexing method where each
level in the structure contains its own Self Organising Map (SOM). Tree structure consists of an increase in complexity
the further down you go with each level, the space available is constrained in relation to the content in the above and
below SOM’s. Using TS-SOM’s instead of SOM’ s reduces the complexity dramatically.

A novel approach used by this system, the picSOM engine tries to learn progressively what the user wants from the
interaction from previous searches performed. Training the system this way means it can predict, to a certain extent,
what type of images the user is after. The rationale for this is for each image that is selected as relevant whilst
searching, similar ones are marked positively and dissimilar ones marked negatively, similar images selected have an
increase in their relevance weighting. This is done both automatically by the computer and manually where the iterative
process of selecting or rejecting images is performed by the user. Over a number of searches some image weights are
increased to an extent that images retrieved on the forthcoming queries should contain these neighbouring images with
increased weights from the training scheme. Applying a weighting system that helps the user track down images of
significance before they have been viewed is a great feature not available on other retrieval systems.

Visualising both the results of querying and general browsing is not very appealing as it uses the one-dimensional linear
approach to display. For an image retrieval system that deals with significantly large collections of images, analysing
the database properly is not realistic or will be extremely time consuming.

6. MARS 3D

A novel prototype interaction visualisation approach to displaying image databases is presented by M. Nakazato [8] in
the system 3D MARS. This system displays the images in a projection-based immersive virtual reality or non-immersive
desktop virtual reality manner named imageGrouper. This either allows the user to control and navigate through the
database in a large three-dimensional VR CAVE, by the use of a wand alowing the control of image selection and
retrieval from the database. This concept allows the viewer to see a stereoscopic view of the space by displaying the
images on 4 walls, top, bottom, left and right, encompassing the user. There are only so many images that can fit on a
screen at any one time as the screen size is normally limited e.g. 15" - 21" monitor. With large screens surrounding the
user on four different sides means more images can be visualised at one time in al three of the X, y, and z axis than
traditional methods (just x and y) as well as images able to be displayed at a greater size. This approach could be
expanded to accommodate six sides completely immersing the user as if inside a dice and all walls of the dice were
screens showing the image database. This would alow all visual limitations present elsewhere in other systems as it
would be like walking through an art gallery. Using a CAVE virtual reality system like thisis very unique and expensive
with hardware equipment not feasibly available by the general user; instead it would be used by specific companies
with areal need for image database navigation interaction.

Concept of retrieving the images comes as a result of calculating a similarity matrix for each of the CBIR techniques
adopted, then finding the distances from a selected image to all other images available. Biased Discriminant Analysis
[12] is used in calculating the CBIR feature weights. These feature weights are combined and an overall weight is
assigned to each image with the smaller results perceived as more similar to that of the query image.

Browsing is available through this system in two ways, either the user has to initially manually search through the
image database in hope that they will come across a similar image, this occurs when no querying has taken place and as
the images are randomly positioned there is no structure to where images will initialy be placed. Alternatively
browsing can be accomplished after a query has taken place where images will have some spatial structure. The system
retrieves all similar images in respect to the query and displays them in accordance to their similarity using colour axes
stating the directions of the most similar colours. Number of results retrieved can either be specified e.g. 30, or the
entire rearranged database can be returned. From this point browsing becomes a lot easier due to the colour axes as the

189



three primary colours are used for each direction. If the user browses in one of these directions then images relating to
that colour can be viewed, the further away they venture from the axis means the images decrease in that particular
colour. An advantage of this system is the allowance of humerous selections of images for querying performed for one
particular search. In selecting several images for querying causes the rearrangement of the entire database, hopefully,
depending on the CBIR techniques chosen, will yield a more accurate representation of the database for viewing. A
better structure needs to be established to achieve the initial display for browsing as the likelihood of coming across an
image sought after in a database of e.g. 500,000 is very unlikely.

7. Hierarchical Clustering

Using an automated tree structure and clustering scheme this approach devised by Krishnamachari and Abdel-Mottaleb
[4] stores groups of similar images at different levels of a hierarchical tree. Top level images of this tree are fairly
disssmilar alowing the user to choose from a diverse range of images, hence narrowing down the types of images
sought after. Increasingly going further down the tree refining your search, the images become more aike, this
eliminates the linear browsing method so abundant on other existing systems.

Images areinitially arranged by assigning similarities between al pairs of images through automatically calculated local
histograms consisting of 16 rectangular regions. Then, by using a histogram intersection algorithm, computation of a
single weight for all inter-relationships can be conducted.

Clustering is organised such that initially each image from the database is allocated as an individual cluster then all are
indexed sequentially. Two clusters are selected and merged as one by locating the two having the largest similarity
difference; this reduces the number of unmerged clusters. One of the two is assigned to the left of this newly created
cluster and named as the ‘left child’ and the other to the right as the ‘right child’. Re-calculation of the similarities
between merged and unmerged clusters is performed, but not between merged clusters, this reduces computation time.
Similarity weight of a cluster is calculated from the average of all pairs of images in that particular cluster. This
sequence of operations is recursively computed until only a single cluster remains. Each cluster ranges in size where the
further down the tree, the larger the number of images held by each. For every one a representative image is used for
navigation around the tree, these are selected by choosing the most diverse images from the sub-groups representing as
many clusters as possible so not to eliminate any further paths down the tree. Browsing takes place by the user selecting
representative image which in turn returns the lower level cluster of images. If these images retrieved were not sought
after then navigation back up the tree is possible. Query-by-example still exists in this system with the query histogram
being compared against each clusters combined histogram finding the best group of images, certain images with similar
weights from that cluster can then be compared individually to find the similar images. This technique of querying is
considerably quicker than previous methods due to only a subset of the images being compared for similarity instead of
the entire database. Results using databases greater than 3500 in size have shown the retrieval accuracy based on this
approach is high as well as the computational time to complete low. Although browsing of the database is possible, the
images returned are displayed in a one-dimensional manner causing problems when it comes to large databases.
Clusters of images can become larger in size and the number of levels in the hierarchical tree becomes so large that
searching through it becomes a burden. Also it is quite feasible to suggest that some images will be grouped incorrectly,
mainly because of human perception being different to that of the automated similarity weights that will be assigned to
it. This results in the image becoming lost unless accidentally stumbled upon while searching in other clusters for
different images.

8. Conclusions

Mars 3D CAVE system is one novel approach to displaying databases in an interesting and exciting way which can
make the user feel asif they are part of the database, from this they are more able to interact with it. Ventures like this
are less available and researched due to the cost of specialist hardware and the impracticality of their size. Searching
using this method, after training, would be easier, quicker and more productive as the images are displayed like pictures
in an art gallery, but the problems of global browsing are till apparent as there is no spatial arrangement. Querying
results from this system are very similar in the layout used by PCA/MDS and FASTMAP making it very easy to use
and understand but the global view of the database lets the system down significantly. PicSOM is let down by the way
their results are displayed, one reason for this is it deals with online users who aren’t willing to wait for the optimal
display methods to compute. Time to compute a query, even in large datasets, is very low and the accuracy is increased
with each search due to the difference in the way it indexes images. The relevant feedback algorithm has obviously
given it a competitive advantage of progressively weighting images not seen by the user but similar to those that were.
Hierarchical clustering allows for browsing in a linear display approach but does not allow global visualisation of the
total database. It is quick to compute and retrieves images accurately but becomes increasingly complex with larger
databases, with clusters and tree levels becoming much larger. This results in a more time consuming search procedure
for the user as navigation through numerous clusters has to be performed. This approach solves a couple of the
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problems that are apparent elsewhere but in comparison to the other prototypes researched, the time consideration of
searching is not as practical.

Fig: 1.1 —MDSdisplay of entire UCID database Fig: 1.2 — Localised display of bottom right
images[11] region from the UCI D database images

PCA, MDS and FastMap all use the same display technique which can be seen in Fig:1.1, with the difference between
them being the time taken to compute and the accuracy at which they do this. PCA is the most inaccurate of the three
with an approach that only computes once to gain the desired configuration. As thisis alinear approach the time taken
to complete the algorithm is very quick and normally can be achieved in next to real time depending on the size of the
dataset. MDS goes one step further by re-calculating the configuration of points if it is not at an optimal degree of
precision is reached. This process is computationally alot slower, mainly because it uses a quadratic iterative algorithm
approach to its calculations, but the level of accuracy is far greater and acceptable than that of the other methods.
Because of the time factor, dealing with simple queries like ‘query-by-example’ becomes difficult, especially at run
time and if dealing with large sets of data. FastMap goes one step further than MDS by eliminating the time problem
that burdened it by using linear algorithms to calculate distances between images. The accuracy reached by this
algorithm is very good but does not quite meet the level MDS achieves, although the difference is minimal.

There are many desirable features in an image retrieval and visualisation system as seen through the analysis of these
six systems, each one having their own drawbacks and sought-after features. Visualising images in the immersive cave
way is an intrinsic method that can engross the user making searching a lot more interesting. Redlistically at this
moment in time they will not be widely used due to cost and size of them, but are more productive in what they can and
will be able to do. From systems that can be used on desktop computers by all people, the PCA/MDS/FastMap display
method seems to be the way forward, providing global (Fig:1.1) and localised (Fig:1.2) views of databases with spatial
relational arrangement. Navigation is considerably easier and the speed at which it can be conducted improves as well.
Out of the three methods that have adopted this visualising technigque FastMap has conquered the drawbacks of the
other two, even though the accuracy is not as precise as MDS. MDS would only be used over FastMap if accuracy was
the driving force behind the arrangement of data and the highest degree of accuracy was sort after.
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Abstract

In this paper we propose an evolution of Multiobjective Genetic Snakes (MGS) [12] by adding a
new genetic hybrid algorithm and local search technique in a multiobjective context. We propose to
use the finite difference method [7] for the local method to keep the energy multiobjective optimisa-
tion. The application context of this work is the noised and bad segmented images segmentation.
We apply this new algorithm on the lip’s contours extraction in real images. The internal and exter-
nal contours of the lips are coded according to the model of double concentric snakes. Two energies
are used to deform the snakes, the first one is a distance map based on gradient energy. The second
one is region based and is used to control the deformation.

This local search algorithm is implement in the classical multiobjective genetic algorithm NSGA2
[14] with the representation of MGS. It has been tested on noised images of lips.

Keywords: active contours, hybrid algorithms, labial contours, multiobjective optimisation, Pareto set.

1 Introduction

Since their creation [7], active contours have been much modified to respect researchers requirements [6]. This
evolution has gone on in particular since the creation of levels sets [3,10]. However the problems of active
contours initialisation is left [4], as well as the energies coefficients determination [8]. The Genetic Snakes
(GS) [1] represent a solution to the initialisation problem through the global analysis of the image. The Mul-
tiobjective Genetic Snakes (MGS) [12] have been proposed to improve convergence speed and to make ener-
gies determination easier. However, one of the main problems of genetics algorithms is the convergence preci-
sion. Consequently, the MGS doesn’t allow a good segmentation of lips contours in noised images. A common
solution used to improve this precision is hybrid technique GA and local search [13]. The implementation of
this kind of algorithm within multiobjective context is a partial one because it only concerns the GA [2].Thus
we propose an hybrid genetics snakes method with a complete multiobjective implementation by adding an
algorithm of classical snakes, the finite difference method (FDM) [7].This paper is organized in three others
sections. The second section describes the genetics snakes chromosome coding and the energies evaluation
within the Pareto’s principle. The third one presents the local search method, the snakes finite difference
method, of our hybrid algorithm and its implementation. Section four describes the application of our method
to the lips contours extraction and shows results.
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2 Multiobjective Genetics Snakes

In this section we will briefly present here the representation of the Multiobjective Genetic Snakes. This tech-
nique introduce the multiobjective optimisation into a genetic snakes algorithm and the double snakes coding.
The genetic algorithm principle consists in applying genetic operators (cross over and mutation) on a popula-
tion of chromosomes. Then these chromosomes are evaluated according to the energies of the problem and
represent the new generation of the algorithm. Each chromosome is composed by genes which are the variables
of the problem. The values of these variables compose the set of candidates. In the MGS, candidates are the
gradient and skin image edges obtained by the filter of Canny-Derriche. The chromosomes of the algorithm are
a set of randomly initialized mouth contours (figure 1). They are composed by the edges candidates and coded
according to the double snakes model which we’ll present in the next section. The chromosomes evaluation is
performed by Pareto multiobjective optimisation of gradient and region based energies (section 2.3).

2.1 Double snakes coding

The aim of the double snakes coding is to represent a surface with a hole in a two dimensions approach. Indeed
the region enveloped by a single contour is not homogeneous its association to a global minimum of region
based energy is difficult. With the double snakes model, the region of interest can be extracted alone.

Within this principle, the mouth contours are represented by the inner and the outer contours :

B C X, +L*Y,
Q D i ABCDEF
A Snake 1
E
. F . Snake 2
Regionl Region?2
< i > GHIJKL

Figure 1. Contours coding

The position of the nodes of the contours are represented by their index in the image. Both contours envelop
two regions, the centre of the mouth and the lips. These regions are respectively a minimum and a maximum of
the red chromatic component. These region energies will be associated to a gradient based energy.

2.2 Multiobjective evaluation

Chromosomes are ranking on the basis of Pareto non-domination. If E; are the active contours energies, a con-
tour C is called “non dominated” if it doesn’t exist an other contour such all its energies are better. With this
principle a group of optimal contours (Pareto’s set) can be defined at each generation and a rank can be calcu-
lated for each population contour [15]. At the end of the algorithm the Pareto’s set is obtained. The final step
consist in selecting the optimal bi-snakes configuration. This configuration can be obtained by minimizing the
Euclidian distance between the selected contours and the origin of their set.

2.3 Energies

The region based energies are determinate from the image red chromatic component (/mChromatic) and from a
binary region image (/mBinary). This binary image is calculated from ImChromatic during the preprocessing.
In the MGS, the region based energies are obtained by filling contours with a morphological algorithm. This
method needs a large computation time, thus we use here the Green-Riemann’s theorem to estimate the surface
(defined by the contour {x,y}) integration of the region descriptor D [16].
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The contour is obtained by the Bresenham’s lines computation between each node. This contours discretization
induce errors. All pixels belonging to the contours are not taken in account contrary to some pixels not belong-
ing to the region. Moreover, information about the number of pixels belonging to the region is useful to avoid
contours collapsing. Thus we use the discrete Green’s theorem to fill the region [11] to extract pixels {p;}inside
the contours. We also define the number of binary pixels N; (pixels at 1 in /mBinary) inside the contours and
respectively the number of non binary pixels Ny (pixels at 0 in /mBinary). We use two regions descriptors, one

relative to the homogeneity (equation 2-a) and one relative to the accumulation of pixels (equation 2-b).
N,

i

=var(R) = NL z{Mean(ImCthatic(p1 ))- ImChromati:(pi)} -b:E} =a.N, - B.N,

accumulatbn
i k=1

a:ER

homogenity

Equation 1. Region descriptors

In equation 2 o and P are weighting coefficients. Within the double snakes model, the region of lips and the
region of the centre of the mouth each characterized by the two descriptors. The lips region (region 1 in figure
1) is obtained by removing the centre region (region 2 in figure 1) from that one inside the outer contour.

The gradient information of edges candidates is not always sufficient and so we define a gradient based energy
to keep the contour along the lips. We use the classical gradient energy with a density coefficient to favor con-
tinuous succession of edges :

N
E grgin: = exp[— (Nﬁj -2 [VImChromatic(x(k), y(k))lj
k=1

Equation 2. Gradient based energy

N is the contour size {X,y} and N, the gradient edges belonging to the contour number.

3  Local search algorithm

With the MGS representation, we can obtain contours near the energies minima. To improve the convergence
of theses contours we propose a new hybrid algorithm in a multiobjective context. Our aim is to make con-
verge the chromosomes on local minima. Applying active contours during the genetic algorithm could give
better configurations and so help the global convergence of the algorithm. Thus, the classical snakes algorithm
will be applied on a little neighbourhood of each selected chromosome.

3.1 Model

It is usual to apply Hill Climbing Operator (HCO) as local search method in hybrid algorithms. We propose to
use the classical snakes algorithm [7] to keep a multiobjective deformation. Indeed this active contours algo-
rithm make it possible to use several image energies and integrate cohesion energy into the deformation equa-
tion. This method is based on the resolution of the Euler-Lagrange equation by partial differential equation.

Thus the total energy is :
1

Epa ) = [ (B (7(5)) + oy (v(5) Jds
0
Ey represents energies of curvature and tension. The external energy represents image energies. Then the de-
formation is performed by the Euler-Lagrange equation (v(s) are the pixels contours {x(s),y(s)}) :

a ( avj_'_ (3_1/_ 8lztotale (V) = f(V)

a\"a) o ot
3.2 Energies
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The determination of internal energy coefficients, o and B, is difficult. Some authors have proposed some
approaches to calculate them in accordance with the first and second contour derivate. Considering the local
convergence and the computation time constraints we will manually determine the coefficients internal energy.
External energies are the image forces and so are submitted to the image noise. In order to control
snake deformation and to improve robustness we use two external energies. The first one deforms the
active contours and the second one controls the deformation. In noisy images, edges are often fuzzy
so it is hard to exploit their direction. Thus we define a distance energy (equation 4) between the cur-
rent node and edges candidates. To satisfy a multiobjective energy evaluation the selected edges can-
didates must not deteriorate the region based energy Eson corresponding to the current contour. At
this step of the algorithm our aim is to find the local minimum so we search candidates inside a little
neighbourhood V of the current node.

E v=xy — bnode — I with G= ]\V/Iec%/x(VI (v).Cr(v)) with E,_,,, (node) i region] lff: noc(lie € (.)U'ter contour
1if E,,,,, (V) < E, ., (n0de) region 11 NOd€ € inner contour
Cr(v)
Oelse

Equation 4. External energy

The region energy E.gion can be the homogeneity one or the accumulation one. We prefer using the energy of
homogeneity cause it’s more precise and the risk of collapsing is minimal during this step. This multi energies
representation is more efficient than a simple weighted sum but its adjustment is more difficult than the Pareto
representation.

3.3 Implementation

The local search method is used to improve the exploitation characteristic of GA. This improvement is per-
formed by finding the local minimum of chromosomes at each generation of the GA.

Thus we apply the finite difference method on the chromosomes of the Pareto’s frontier at certain iterations to
let the genetic algorithm converge near a minimum and to minimize time computation.

In fact, the principle of the hybrid approach is that GA place contours near the global minimum then the classi-
cal snakes algorithm fall them on the local minimum.

4  Application to lips contour extraction

mouth Images and videos are difficult to segment because the region image is often noised. This noise can be
due to the tongue, luminosity reflections, etc ... . An other noise source is the mouth shape variation. For these
reasons, lips contours extraction is difficult to automate and is useful in human and computer communication
systems like AVSR (Audi Visual Speech Recognition) systems, avatars.

4.1 Coding and image preprocessing

We use the double concentric snakes with eight nodes for each contour to modelize lips contours. Image pre-
processing concerns the candidates definition set and energies determination.

The active contour has to respect the model configuration thus we do not have intersections. To reduce the
number of possible configurations, nodes have to be rank in the image. For these reasons we have to determi-
nate outer contour nodes evolvement area. The determination of theses areas is based on the centre of the
mouth [12]. The inner nodes evolvement area is a triangle defined by the outer node correspondent, the follow-
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ing outer node and the mouth centre. During image preprocessing we construct a skin image of the mouth. This
binary image is based on the HUE image.

4.2 Results

We have test our algorithm on European Data Base M2VTS images (Multi Modal Checking for Teleservices
and Security applications [9]).Here are some results (figure 22) obtained on fifty iterations with the two region
based energies and the gradient based one, and with a population of twenty chromosomes. The local search
algorithm is applied every 10 generations. We present contours on the region image obtained during pre-
processing. On the first lines we show results of MGS without local search algorithm and on the second line,
the results of our hybrid algorithms apply on the external contour.

@ééc

;@@@@

Flgure 2. Examples of final results

The weighting coefficient in the region based energies make algorithm robust to noise on the region informa-
tion. Thus we can see (figures a, b, ¢, d) that contours can envelop the mouth in spite of the tongue. On the
same way figures d and e show that the algorithm is robust to luminosity reflection. On the figures f and g we
see that we can extract lips contours in badly segmented images. We show (figure 3) the effect of the classical
active contours during the genetic algorithm. The black doted contour is the current contour obtained by ge-
netic algorithms and the white contour is the result oh the local search algorithm. On these examples, the local
part algorithm is only apply on the external contour.

C

Figure 3 . implementation of classical snakes during GA

We can see that the classical snakes make chromosome converge in a little neighbourhood towards the real
contours and so fit better the mouth.

5 Conclusion

In this paper we proposed a new implementation of a hybrid algorithm GA / local search in a multiobjective
context. This new algorithm improves convergence of Multiobjective Genetic Snakes quality and reduces the
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number of iterations. With this approach we can extract lips contours without being initialised near the lips.
Moreover, our algorithm is robust to the tongue presence, luminosity reflections and badly segmentation. Nev-
ertheless, more an image is noised and more the number of generations has to be important.

In our future works , we’ll implement our algorithm on all the M2VTS Database to have quantitative compari-
son between the classical MGS and our hybrid method.
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Abstract

This paper proposes an iterative 3-D Euclid reconstruction method by using a series of
linear camera models and generalised inverse (g-inverse) matrices. The method starts
with a conventional linear 3-D reconstruction such as the factorisation method, and it-
eratively corrects reconstruction error due to nonlinearity of captured images under
Mabharanobis distance error criterion. The linear camera model reduces reconstruction
error by attaining the minimum mean square error (MMSE) between captured image
and the image of currently reconstructed shape. The g-inverse matrices also reduce the
reconstruction error by compensating for variance and covariance of nonlinear distor-
tion in perspective images of the current shape. This paper also shows a simple design
method of the MMSE camera as a technique for camera calibration with results of per-
formance evaluation of the camera model. Numerical simulation results of the pro-
posed method show considerable reduction of 3-D reconstruction error. The proposed
method can also be effective for reducing reconstruction error due to other nonlinear
image components such as lens distortion.

Keywords : 3-D reconstruction, MMSE camera model, g-inverse, linear framework.

1. Introduction

Among many 3-D reconstruction schemes from 2-D images, methods employing Moore-Penrose
(MP) g-inverse matrix[1] and the factorisation method[2] have beneficial property of averaging and
reducing reconstruction error due to random noise components in images. These original methods
are based on linear camera models such as scaled orthographic or paraperspective cameras[3], and
do not deal with nonlinear distortions such as perspective projection and lens distortion. The dis-
tortions do not show random property but have particular property or tendency described in the
next paragraph. Later, the camera model of the factorisation method has been extended to perspec-
tive camera or projective camera at the cost of somewhat decreased effect of random noise cancel-
lation because depth of each feature point of each image is separately estimated [4,5].

Figure 1 shows an example of the tendency or property of nonlinear distortions by the arrows
(i.e. different magnitudes and correlations including their direction) in a perspective image (shaded
faces with white lines) deviated from an orthographic image (black dotted lines). Because every 3-
D reconstruction method requires feature point correspondences between 2-D images, it is very
usual that all 2-D images have a common set of visible feature points (i.e. a common aspect) and
therefore a common tendency of nonlinearity. The proposed method in this paper will flatten the

A

Fig.1. An example of nonlinear components of a perspective image
which have magnitude differences and directional correlations. Dimen-
sions of the pentagonal prism in [cm] are 10/6 (max/min H), 10(W)
and 7(D).




H.Sakamoto, A.Kuwahara and T.Noyori

magnitude differences and will de-correlate these nonlinear components to offer an optimum 3-D
reconstruction within the framework of linear processing.

In previous reports, the authors of this paper have proposed a 3-D reconstruction and correction
method by using a series of g-inverse matrices with error weighting[6], and have extended the
method by employing the MMSE camera models[7]. These methods minimise 3-D reconstruction
error criterion measured by the Maharanobis distance.

In this paper, we show further extension of our previous method where it can be incorporated
with the factorisation method. In section 2, we formulate the MMSE camera model and show its
performance. Section 3 summarises conventional 3-D reconstruction methods. We illustrate the
proposed method in section 4 with its algorithm and an estimation method for covariance matrices
of nonlinear distortion. In section 5 and 6, we show numerical simulation results of 3-D recon-
struction using synthetic images and real images, respectively.

2. The MMSE camera model

2.1. Necessary condition for the MMSE camera

Let Vi =[X;, Yi, Z;, l]T, (k=1,2,,K, and Tis transpose) be homogeneous coordinates of the &-th
feature point, and C be 2x4 affine camera matrix, then 2-D image u; of Vj is given byu, =CV, . A

necessary condition for minimising the MSE ¢’ between u; and a captured image q;= [xs, vi ],

J— K

=2l -4l M
is given by the following normal equation.

X XY ZX X XX yX

ﬁi 2 g c =[]

X Yz 7* 7 xZ yZ

X Y Z 1 X vy

where the bars mean the same averaging operation over k=1,2,-, K, as Eq.(1).

Once the inverse of the Lh.s. 4x4 matrix in Eq.(2) is calculated, it is easy to obtain C for every
captured image. It is possible to regard this method as a camera calibration technique which ac-
counts not so much for physical camera rig but only for captured image and 3-D shape.

2.2. Comparisons with other camera models

Here, we compare 4 camera models with the same magnifying factor 1. Figure 2(a) shows example
images of the Fig.1 object captured from a distance 25[cm] by a perspective camera (shaded face
with white lines), a paraperspective (dotted lines) and the MMSE (real lines) cameras. Root mean
squared error (RMSE) [cm/vertex] from perspective image is 0.76 for paraperspective camera and
0.54 for MMSE camera (71% reduction). More reduction is available by omitting hidden points.

In order to obtain shape independent results, RMSE of very many sets of 10 random dots in

1.4
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1
0.8
0.6
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0.2

0
20 25 35 50 80 125 250 500 20 25 35 50 80 125 250 500

(a) Image examples, gray (b)MSE[cm] of 10 dofs'in a cube centred ~ (c) The same result as (b) but the
face is perspective image. on the optical axis at distances 20~500[cm].  cube edge is on the optical axis.

Fig.2 Comparisons between the MMSE camera( ) with orthographic(— —), paraperspective(---) cameras.
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10° [em®] cube is obtained up to 3 decimal digits precision and is depicted in Fig.2(b),(c). They
show RMSE vs. the distance between camera and the cube centre, where in Fig.(b) and (¢) the cube
centre is O[cm] and 5[cm] off the optical axis, respectively. Error of the MMSE camera is about 1/3
smaller than paraperspective camera without error increase as the cube goes off the optical axis.

3.  Summary of conventional reconstruction methods
3.1. Method using MP g-inverse matrix

Relative camera motion (i.e. angles and distances) is calculated using K (>4) feature points’ coor-

dinates v,,; of M (>3) captured images, (m=1,2,-,M; k=1,2,---,K) with known feature point corre-
spondences to obtain 2x4 camera matrices R,,. Using 3-D point coordinates V;, we have

Vik R

v.=RV,, v,=| || R=| : |. (3)

R

Yk M

The MP g-inverse matrix R*= (R' R)"' R" brings about the MMSE Euclidian 3-D reconstruction.
[Vla'”’VK] :R+ [vla”"vK]a (4)

3.2. The factorisation method

The original factorisation method decomposes an observation matrix @ into an approximated prod-
uct of affine shape matrix S, and motion matrix M, by using singular value decomposition (SVD)
and truncating its rank to four largest positive singular values o4,..., 64 and eliminating the others[3].

Q=UZV'=UZ") (2" V") =M,S,, (5)

where 2 = diag(cy,*,04,0,-,0). In order to modify S, and M4 to Euclidian shape matrix St and
camera motion matrix Mg, a regular matrix Ay is determined so that each pair of camera coordinate
vectors satisfies orthonormal condition and the centre of the object’s gravity is at the origin.

0= MySy=(MyAr)( A Sy) = M S (6)

In order to obtain absolute reconstruction error from the true shape, metric reconstruction[8] is
carried out by an Euclidian transformation matrix As to have the following camera matrix Mgand
shape matrix Ss.

Q= M Se= (M As")( AsSs) = Ms Ss. (7)

The factorisation method is extended to include projective transformation and perspective cam-
era[4,5]. Because depth for each feature point in each image must be determined, the beneficial
effect of random noise cancellation would become weaker.

4. The proposed method

4.1. Formulation of the method

By using g-inverse matrices, we can flatten and decorrelate aspect specific property of nonlinear
distortions (like arrows in Fig.1) to reduce total reconstruction error. In order to introduce covari-

ance of feature points, we use v = [vlT ey ]T V= [VIT Ve ]T . Then for all , Eq.(3) is

v=BV, ®)
where B is a block diagonal matrix obtained by arranging R in main diagonal blocks for K times.

Here, all elements {R,} of R should be superseded by the MMSE cameras {C,}. In our previous
paper[6], we adopted the exact R of Eq.(3).

Because real images v usually carry observation error e, we modify Eq.(8) to ¢ =v — BV and
introduce a weighting matrix W to form a criterion for the reconstruction error.

JV)=e'We. )
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When the matrix W is an inverse of covariance matrix of e, J(FV) represents the Maharanobis dis-
tance and the effects of flattening and de-correlating the reconstruction error are available.

A necessary condition for minimising Eq.(9) is given by,
V=B"WB)'B"Wv. (10)
If W is set to identity matrix, the solution of Eq.(10) is equivalent to that of section 3.1.
4.2. An iterative reconstruction algorithm

Using the formulation of 4.1, the following 6 steps algorithm is devised.

1) In the first step, calculate 3-D reconstruction ' by using the MP g-inverse method of 3.1
where R, should be obtained by the conventional manner[1], or by using the factorisation
method where R, is simultaneously obtained as Mg or Ms of 3.2.

2) At the j-th step, compute MMSE camera model €' from the shape W' of the former step
and the captured images by perspective cameras.

3) Detect nonlinear distortion of perspective images synthesised by perspective cameras whose
optical axes have the same directions as C”! of step 2. Regarding image observation error as
the sum of the nonlinear distortion and random noise, estimate variance-covariance matrix
DY of the error. Set the weighting matrix WY to the inverse of DU,

4) Obtain updated shape F¥! by using g-inverse matrix of Eq.(10) constructed from €' and WV

S)IF P — PV /W7 || < g (& is tolerance of conversion), terminate the algorithm.

6) Increase j by 1, and go to the step 2.

The estimation method for nonlinear distortion component in the step 3) is one of the most im-
portant keys in our algorithm. For the best precise estimation, we employ orthogonal projection
matrices to the complementary subspace of the 3-D reconstruction ¥ of the current step. The ma-
trices can be constructed mainly from three different coordinate vectors of feature points generated
by linear cameras with Gram-Schmidt orthogonalisation technique. For details of the orthogonal
projection matrices, see the reference [7].

4.3. Estimation method for covariance matrix of nonlinear distortion

In order to estimate covariance matrix of nonlinear distortion, we use the following procedure. The
3-D shape W is rotated on each camera’s optical axis, and at each angle 2z #/N [rad] (n = 1,...,N)
of rotation, a perspective image is generated by using the camera matrix R,, or C,, of 4.1. Direction
of the optical axis is determined by a vector product of rotation part (i.e. left 2 x 3 part) of R, or C,,.
When the factorisation method is used for the first iteration, each 2 x 3 part of Mg decides the opti-
cal axis. The depth of each point measured along the optical axis gives perspective image.

Multiplying the orthogonal projection matrix of 4.2 to the perspective image data, nonlinear
component e, is extracted. Covariance matrix is estimated by

1 N
U=F2ene:+cl. (11)

where the 2-nd term stands for random noise component and c its variance and 7 is identity matrix.
In Eqs.(9),(10), we set W= U in order to obtain Maharanobis error measure.

5. Numerical simulations by synthetic images

In this section, all 3-D reconstructions are obtained from M = 20 synthetic images from random
camera positions giving the same viewing aspect of the object in Fig.1. Some error measures are
given in equivalent image pixel size where entire image plane is 640x480 pixels.

5.1. Models of error in image analysis

We pick up two types of error : (i) feature point detection error in v, and (ii) camera angle estima-
tion error in R, and Mg or Ms, and suppose that their probability distributions are uniform (for
point error) and normal (for angle error), respectively. In the following subsections, we will invest
two cases : (I) two types of error vary independently and (II) they vary dependently.
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Fig.3. Orthographic images of reconstructed 3-D
shapes by 20 perspective images captured from
the directions of arrows at the distance 28[cm].
Mean error[cm/vertex| of 3-D shape by the former
method [6] (——) and the proposed method (—)
from the true shape (---) are : (a) 0.92 and 0.63
(68% reduction); (b) 0.92 and 0.72 (79%), respec-
tively.

5.2. Two examples

Here, the range of error (i) is set to 0.5 pixel, and the error (ii) has standard deviation (SD) of 2
degrees. Figure 3(a),(b) show 3-D reconstructed shapes by the proposed method and the former
method [6]. It is clear that significant error reduction is available by the proposed method. If the
hidden points were omitted, better camera calibration and reconstruction results are available.

5.3. Systematic experiments

In this subsection, we synthesise 500 random sets of M = 20 synthetic images of the same aspect of
the object in Fig.1 captured from a sphere of radius » [cm] and obtain statistical (averaged) results.

5.3.1. Comparisons with a conventional method

Figure 4 shows averaged reconstruction error [cm/vertex] of the proposed method (—) and the
conventional ( g-inverse) method [1] (— —) vs. the radius » [cm]. In Fig.4(a), error model (I) is em-
ployed, where the point error (i) is fixed to £0.5 pixel and the angle error (ii) has SD of 2(curve 0),
4(curve x) and 6(curve A) degrees, respectively. In Fig.4(b), we use error model (II), where er-
ror(i) and error(ii) have the relation that (ii)=2x(i). The pair of (error(i), error(ii)) is set to (0.5,
+1)(0), (£1.5, £3)(x) and (£2.5, £5)(A), respectively.

5.3.2. Comparisons with the former method

In Fig.5(a), we compare averaged 3-D reconstruction error [cm/vertex] by the proposed method
(—) and the former method (——) [6]. Employed noise model and noise level settings are the same
as Fig.4(b). Fig.5(b) shows averaged iteration counts required to obtain the results of Fig.5(a).

1.4 1.4
1.2 1.2
1 1
0.8 0.8
0.6 0.6
0.4 0.4
0.2 0.2
0 ; ; ; ; ! 0 L L L L L
(a) 28 35 50 80 125 250 (b) 28 35 50 80 125 250

Fig.4. Mean reconstruction error [cm/vertex| vs. distance » [cm] between camera and object.

1 1
0.8
0.6

(a) 28 35 50 80 125 250 (b) 28 35 50 80 125 250

Fig.5 (a). Comparisons with the former method, (b) averaged iteration counts.
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Fig.6. Real images of the
object employed (height =
15[cm], bottom =10*[cm?]
square) .

Fig.7. Three views of a metric recon-
struction. The true 3-D shape(---),
reconstruction by the factorisation
method[2] (——) and by the pro-
posed method (real line). Broken
lines show bended peak and bot-
tom parts due to nonlinear distor-
tions of perspective images of this
aspect.

==

6. Numerical simulation by real images

Here, we capture M = 33 real images of Fig.6. Using the factorisation method[2], 3-D shape is ob-
tained by Eq.(7) in the step j=1 of 4.2. 3-D shape of this step is depicted by broken lines in Fig.7,
where construction error is 0.8100[cm/vertex]. The true shape is drawn by dotted lines.

Figure 8 shows an error converging process of the proposed method. Only 4 iterations are re-
quired for the 4 digit convergence to 0.5433[cm/vertex]. Error reduction rate is about 2/3.

0.9
08 F-X - Fig.8. An example of error convergence
07 F--—-N- property of the proposed iterative method.
- S N Ordinate : averaged reconstruction error
05 . X X XX [cm/vertex], abscissa : iteration count.

0 1 2 3 4 5

7. Conclusions
In this paper, an iterative method is proposed for reconstructing 3-D shape from many 2-D images.
Starting with a conventional reconstruction method, the method employs a series of the MMSE
linear camera models and a series of g-inverse matrices with Maharanobis distance. The numerical
simulation results show that the proposed method reduces reconstruction error significantly.

The merit of the proposed method is that the method is effective not only to perspective
nonlinear distortion but also to other nonlinear effects such as lens distortion.
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Abstract

In this work, a combined statistical and image analysis method to automatically evaluate the
severity of scaling in psoriasis lesions is proposed. The method separates the different regions of
the disease in the image and scores the degree of scaling based on the properties of these areas.
The proposed method provides a solution to the lack of suitable methods to assess the lesion and
to evaluate changes during the treatment. An experiment over a collection of psoriasis images is
conducted to test the performance of the method. Results show that the obtained scores are highly
correlated with scores made by doctors. This and the fact that the obtained measures are continuous
indicate the proposed method is a suitable tool to evaluate the lesion and to track the evolution of
dermatological diseases.

Keywords: psoriasis, exploratory data analysis, segmentation, decision trees, classification.

1 Introduction

One of the main problems in the treatment of dermatological diseases is the difficulty of tracking the
evolution of the disease. Physicians are visited by the patients several times to control the evolution of
the disease. However, due to the fact that no objective methods to summarize the lesion exist, physicians
make scorings and take notes to document the actual condition of the patient. A drawback of this method
is the dependency on the individual physician.

The advances in image analysis during the last decade have lead to the development of different
methods to deal with related problems in the dermatological field. Eomgsit] observed the effect
of a new enzymatic debrider observing the evolution of the lesion area and the lesion color. Later,
Hansen [2], developed an image system that included calibration for increasing the quality of the images.
The system diagnoses burns and pressure ulcers in animals but the possibility of being used in humans
was mentioned. In arecent paper, Hillebrand [3] used computer analysis in high resolution digital images
to compare the skin condition of a group of females.

In this work, a method to objectively score the degree of scaling in psoriasis is proposed. The method
realises a hierarchical segmentation to isolate the different structures present in the image. Different
values are obtained from these areas and a classification tree is built to correlate these measurements
with the doctor scorings.

2 Segmentation of the areas present in the lesion

Psoriasis is a dermatological disease characterized by red, thickened areas with silvery scales. In order
to score the degree of scales in psoriasis, the first step is to segment the different areas in the lesion.

*The dermatologists Lone Skov and Bo Bang of Gentofte Hospital of Denmark and the anonymous patients
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Figure 1. Top row: Two psoriasis images. Second row: Difference between the blue and green bands.
Third row: Histogram of the blue minus green bands. Bottom row: Lesion segmentation result.
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2.1 Segmentation of the lesion

The segmentation of the disease with respect to the healthy area is based on the assumption, that under
a suitable projection, both the normal skin and the lesion are distributed approximately as a Gaussian
distribution. This assumption was supported by an exploratory data analysis of a small set of psoriasis
images where several projections were considered. Furthermore, a principal component analysis [4] and
an independent component analysis [5] on a dataset of 115 images indicated that the difference between
the green and the blue band exhibits a good contrast to discriminate between the lesion and the normal
skin. The distribution of this difference approximately follows a linear mixture of two Gaussians. The
estimation of their means and variances makes it possible to identify the lesion by means of discriminant
analysis. The parameters of the gaussians were estimated according to Taxt [6]. Figure 1 shows the
segmentation of the lesion.

2.2 Extracting the scales

Segmentation of the scales is complicated by the fact that scales may or may not appear in the image.
If they appear they may range from a few spots to a large area. Moreover, non-uniformity of the areas
with redness (ranging from red to brown) makes the task even harder. This variability implies that the
lesion has to be considered in small areas where the change in redness is not significant. This can be
accomplished with watersheds [7] to mark the different scales and then locally use a clustering algorithm
to segment them. This approach requires specifying the number of watersheds. In this work, the number
of watersheds is determined in two steps. First a new image is created based in the watershed regions.
Each watershed area is replaced by the minimum value of this area. This new image is then thresholded
and the watersheds with values less than the threshold are the areas where the scales are detected. The
method was tested on a set of psoriasis images and it demonstrated a good performance. However, the
method had difficulties with some images that had problems during acquisition (especially shadows), so
the number of watersheds was not found correctly. To solve this problem, the number of watersheds was
fixed visually by a tuning parameter. The blue band was used to find the watersheds because a canonical
analysis had shown that this band is the best to separate the scales from the red area. Figure 2 displays
the segmentation of the scales.

2.3 Scoring the disease

Once the different areas have been segmented, a decision tree is created to automatically classify the
different images approximating the scorings made by the physicians. Three variables are used as input
to the model: the area of the scaling, the ratio between the area of scaling and the area of the lesion, and
the ratio between the area of scaling and the area of redness. The whole procedure is shown in Figure 3.

2.4 Experiment: Scoring the disease

In collaboration with the dermatological department of Gentofte Hospital in Denmark an experiment
was conducted. The goal of the experiment is to objectively score the severity of the scaling in psoriasis
images. To accomplish this goal, a set of 46 psoriasis images was selected from a database of psoriasis
collected from different patients. The physicians scores of these images was also available. The images
were selected to cover the maximal possible diversity. The different areas of each image were extracted
according to the procedure described in the previous sections and the above mentioned three summary
values were obtained. A cross-validation process was used to build 23 decision trees. These decision
trees utilized 44 data points to build the tree and two for testing it. Results showed that the first variable,
the area of the scaling, is enough to explain the physicians scoring. The automated scoring with our
method has proven reliable, and on several occasions even allowed for corrections of physicians’ mis-
takes. In these cases, the physicians were asked to re-score their previous judgements, and in all cases
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Figure 2: Top row: The original lesion. Second row: Scaling markers. Third row: Scaling segmentation
result. Bottom row: A clear display of segmentation on top of the original image.
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Figure 4. Left: Decision tree for the scoring given the parameters of the segmentation. Right: Depen-
dency of lesion area on physicians’ scoring of the lesions

the assessment was changed. Figure 4 left shows the final tree generated using all the points. Figure 4
right plots the area of the scaling versus the physicians’ scoring.

3 Summary and conclusion

In this work, a procedure to evaluate the severity of the scaling in psoriasis has been developed. The
method automatically separates the different parts and extracts different parameters. In certain difficult

cases such as uneven illumination it has been noticed that, allowing a manual interaction increases the
accuracy notably. The method provides objective measures that avoid the dependence of the physician
in the tracking of dermatological diseases. It has been shown that one of the provided measures is highly
correlated with the doctor scoring. Together with the other two measures we expect to be able to provide

a better lesion description.
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Abstract

Optical snow, introduced in [4], is a new category of motion for highly cluttered scenes in which
no spatial continuity can be assumed. Since no smoothness constraint can be imposed on the velocity
field, traditional optical flow methods can no longer be used [1]. However, a model of optical snow
has been proposed in [5] and algorithms based on this model were suggested using an analysis in
the spatio-temporal frequency domain [5, 2]. This model assumes lateral motion and can be used to
solve the 3D camera motion problem by decomposing sequences in sufficiently small patches [7]. We
would like to use the same model to find arbitrary camera motions globally instead of using patches.
In the present paper, we introduce a complementary model for purely non-lateral optical snow. The
standard optical snow model and this complementary form could lead to a new global approach for
solving the general egomotion problem. We show how non-lateral optical snow sequences can be
rectified such that standard methods to analyze optical snow can be applied. The effectiveness of the
method is shown for both real and synthetic sequences.

Keywords: Optical snow, Egomotion, Fourier transform, Motion analysis, Optical flow

1 Introduction

Most studies assume a unique velocity at each point in the visual field [1]. This assumption is only valid
if the depth map is continuous. If an observer moves in a 3D highly cluttered scene, a forest for instance,
this assumption no longer holds; branches and leaves at many depths cause discontinuities in the motion
field. Such cases can be solved by a human observer [10]. However, these scenes are hard to solve since
feature points cannot be tracked and since traditional optical flow methods cannot be expected to recover
an image velocity.

Recently, [4] introduced a new category of movement called optical snow which generalizes optical
flow by abandoning assumptions of spatial continuity. A model to analyse optical snow induced by all
one-parameter set of velocities has been proposed in [5]. Taking the whole sequence in consideration,
this model allows for lateral observer motions only [5]. Since the image velocity field can locally be
approximated as a sum of two fields, a parallel field due to camera translation and a constant field due to
camera rotation [9, 7], it was showed in [7] that this model could be used to recover 3D egomotion by
subdividing the image sequence in sufficiently small patches.

We suggest a more global approach without the use of patches. In this paper, we analyze purely non-
lateral observer motions and present a method to rectify these sequences such that standard optical snow
methods can be applied. Finally, we give some experimental results.
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Figure 1: (a) Bowtie signature in the frequency domain (b) Eigenbasis of bowtie signature

2 Previous works

2.1 Optical Snow

The model of optical snow defined in [4, 5] is an extension of the motion plane property [11] which
states that an image pattern translating with uniform image velocity produces a plane of energy in the
frequency domain. Formally, let I(z,y,t) be a time varying image. If an image patch is translating by
(vg,vy), we know from [3] that this velocity is constrained by

ol oI 4 ol O
Vyp— Vy— — =
T ox Yoy = ot
This constraint, transposed in the Fourier domain, yields the following equation:
=21 % (Vo fo + vy fy + f1) % I (fo, fy f1) = 0 @)

where I(f,, fy, ft) is the Fourier transform of I(fz, fy, ft). As noted in [5], equation 2 implies that
all frequencies I(z,y,t) # 0 lie on the plane

Umfm+vyfy+ft:0- (3)

This model was extended in [4] for the case in which there is a one-parameter set of velocities within
an image region, i.e. where velocities vary according the following equation:

(vg,vy) = (ug + oy, uy + aty) )

where vz, uy, 5, t, are constants and o depends on the visible depth at point (x,y) [5].
Substituting Eq. 4 into Eq. 3 yield a family of planes in the frequency domain,

(ug + atg) fz + (uy + aty) fy + fr = 0. (3)

Thus, this model produces a set of planes in the frequency domain. This set of planes forms a bowtie
(see Fig. 1) and follows the two following propositions:

Proposition 1: The planes of the bowtie intersect at a common line, called the axis of the bowtie, that
passes through the origin.
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Proposition 2: The axis of the bowtie is in direction (—ty, tz, uzty — uyts)'. By normalizing (t4,,),
this direction becomes (—ty, ., |U|sin(¢)), where ¢ is the angle between vectors (t,1,) and (ug, uy).

Applied to the egomotion problem, it was noted in [5] that Eq. (4) corresponds to

(Uwa 'Uy) = (_wy + atwawx + Otty) (6)

In other words, camera rotation generates a constant velocity component (—w,, w,) for small field of
views (+20°) and lateral translation (t,1,) generates a velocity inversely proportional to depth. Com-
ponents w, and ¢, were assumed to be 0. Therefore, this model cannot recover arbitrary camera motions.

The main contribution of this paper is to show that complementary camera motions, i.e. following
components w, and ?, (all other components assumed to be 0), produce non-lateral optical snow se-
quences that can be rectified to be analyzed by existing optical snow methods. We will describe how to
find components w, and ¢,.

3 Motion Field

The motion field equation contains 7 variables which are the depth P, at each pixel, the translation vector
(tz,ty,t.) and the rotation vector (wg, Wy, w;).
More precisely, the velocity field for a pixel (x,y), as defined in [6], is:

2 2tz t
(%mfz(m%%_ﬂﬂm%+”%+%'ﬁi>
Y Pyl  ty

(1 +p§)ww — PzPyWy — PaWr + “p P,

By assuming that only P,, ¢, and w, are non-zero, we are left with:

w, + Patz
<%%F=(%z 5 )

Dyt
—PgWwy + %

Note that rotation component w, is perpendicular to translation component ¢, for each pixel (x,y), and
that w, is independent of depth. From this observation, rectification is performed on image sequences to
obtain optical snow motion (0,w,) + a(t;,0).

3.1 Motion Field Rectification

The rectification is a polar transformation around the FOE [8] which is the image center in our case.
First, we rectify the motion field induced by pure w, rotation. Consider a point p located in the image
at (1,0) on the camera projection plane (see Fig. 2-a). The path followed through time by p for a pure
w, movement is a circle of radius 1, and its speed is exactly equal to |w,|. The rectification is done by
“unfolding” images such that this circle becomes straight and vertical, as shown in Fig. 2-b. For a field
of view of 90° and images of size N x N, the vertical length of the rectified image is 2#% = 7N pixels.
Note that flow lines of a pure forward motion become horizontal. The velocities in the rectified motion
field correspond to (v}, ;)" = (at,y /P2 + pd, w,)".

Standard optical snow produces velocites that only depend on depth. However, the velocities in recti-
fied non-lateral motion sequences vary according to depth and to image position. Therefore, horizontal

lines in the rectified sequence must be resampled according to factor \/% where (pz.,py) is the posi-
P2+pl

tion of a pixel on the camera projection plane in the original sequence. In theory, we get infinite sampling
at center (0,0). In practice, we do not rectify near the image center as illustrated in Fig. 2-c. Notice that
image corners are cut to remove empty spaces in the rectified sequence.

'For simplicity, all equations in this paper assume image sequences of equal dimension in space and time.
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e | e |

1 (1.1)

(-1.-1) -1

Figure 2: (a) Original motion field (b) Rectified motion field (c) Rectified region of the original sequence
(d) Original frame (e) Rectified frame

3.2 Finding rotation w,

The bowtie axis can be computed from the rectified sequence using Principal Components Analysis as
described in [2]. For standard optical snow, the angle ¢ in the bowtie axis equation (see Proposition 2) is
unknown. For non-lateral optical snow, however, we know that ¢ = 90°. Hence, the bowtie axis equation
becomes (0,1, w,). Thus, the third component of the bowtie axis gives us w, directly with speed given
in pixels/frame in the rectified sequence. The rotation given in degrees, for a field of view of 90°, is then
360 7%

The bowtie axis can also be found using the best fit plane [2]. Let (nz,ny,n;) be the normal of the
best fit plane 7. Since ¢, is the only component affected by depth, the bowtie axis is the line on the best
fit plane in direction (0,1, — ).

Nz

3.3 Finding translation ¢,

From Eq. 5, and since ¢, generates only horizontal velocities and w, only vertical velocities, planes form-
ing the bowtie have equation (at;,w;, 1). The best fit plane 7 is defined as (72, Z—Z, 1) = (at,,w,, 1),
where « is the weighted “average” of the slopes of the motion planes that compose the bowtie. The
weights depend on depth distribution in the scene as well as image contrast contributed by each object.

Since this information is unknown, we can only compute ¢, up to a scale factor a.

4 Experimental results

To evaluate our method, we rendered several synthetic image sequences of scenes containing lambertian
spheres (see Fig. 3-a). Image motion was generated by moving a camera (90° field of view) through the
scene with various ¢, and w, parameters.
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Table 1 shows results for various rectified sequences. The last two rows correspond to real image
sequences, respectively the lab sequence (see Fig. 3-b) and the plants sequence (see Fig. 3-c). The w,
component is found almost exactly. The running time is about 1.6 seconds for 128x128x32 sequences
on a 1.3GHz AMD Athlon machine.

Figure 3: (a) Synthetic scenes were constituted of small balls at different depths (64 frames of size
128x128 pixels). (b) Lab sequence taken from a camera rotating around the z-axis (40 frames of 128x128
pixels). (c) Plants sequence taken from a camera making a forward motion (32 frames of 128x128 pixels).

Table 1 : Results for synthetic and real scenes

True Rotation | True Translation | Rotation Found | Translation Found
(degrees/frame) (pixel/frame) (up to a scale factor)
0.00 1.00 0.00 0.15
1.80 0.00 1.78 0.00
1.80 1.00 1.81 0.22
=~ 0.50 ~ 0.00 0.35 -0.05
=~ 0.00 ~ 0.80 0.00 0.31

4.1 Comparing the eigenvalues

When analyzing image sequences globally, we would like to estimate how well the motion fits the optical
snow model, i.e. if a bowtie is present. For instance, an unrectifed forward motion or a rectified lateral
motion do not produce a bowtie signature. For such cases, the motion field features velocities oriented
in all directions. Detecting these situations would be a great benefit.

In [2], depth range is evaluated by comparing the two largest eigenvalues of the Principal Components
Analysis method. We can adapt this measure to detect the presence of a bowtie. The ratio of the first two
eigenvalues A9 and A; has a maximum of 1 and should decrease as we get closer to a bowtie signature. In
fact, the presence of a bowtie creates a high power concentration along its axis which increases the first
eigenvalue. The absence of a bowtie is caracterized by a uniform power distribution which makes A1 and

Ao almost equal. Fig. 4-a shows a plot of i—f as a function of 1zl

7] for rectified sequences. As expected,

the ratio falls off as the bowtie takes shape in the frequency domain. Fig. 4-b shows :\\—';‘
[t |

kgl for non-rectified sequences. As expected, it increases linearly up to 1 as bowtie signature disappears.
The sequences used for these graphs have random translation vectors of unit length.

Notice that the curve in Fig. 4-a decreases non-linearly while the other one is linear. This might be
caused by the subsampling during rectification which accentuates the effect of any lateral motion. This
is still under investigation. These curves, if modelled correctly, would allow merging non-lateral and
lateral motions analysis into a general egomotion estimation algorithm.

as a function of
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Figure 4: (a) :\\—f as a function of % for rectified sequences. It starts at 1 and decreases as a bowtie

signature takes shape. (b) ﬁ—f as a function of % for non-rectified sequences. It increases linearly up to

1 as bowtie signature disappears.

5 Conclusion

This paper presented a method to analyze purely non-lateral optical snow by introducing a rectification
process. Results show its accuracy and efficiency. We hope to solve the general egomotion problem in a
global approach using this scheme.
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Abstract

For surveillance systems that use data from multiple cameras the compass direction of
each camera is a useful piece of information. It provides constraints on the topology of
the camera network, and can limit the search space of algorithms looking for object
correspondences across different cameras. This paper presents an approach for
inferring the compass direction of a camera from the shadows of moving objects in a
video sequence. The Sun’'s position is calculated using celestial mechanics, which
requires the user to provide the date, time and geographic location at which the video
was shot. The point on the horizon towards which all shadows on the ground appear to
converge is located robustly. By combining these two pieces of information it is
possible to determine the camera’'s compass direction. The technique has been
successfully tested on a number of video sequences of people walking.

K eywords: Camera orientation, shadows, surveillance.

1 Introduction

An emerging area in the field of Computer Vision is the automatic correlation of information
obtained from multiple cameras with non-overlapping fields of view [2][7]. This task can be
simplified if something is known about how the various cameras are positioned relative to one
another. This paper describes an approach for finding the compass direction of a camera using the
shadows cast by moving objects in a video sequence of an outdoor scene. Knowing the direction in
which different cameras are facing, e.g. North, South, East or West, alows us to relate the
information obtained from these cameras. For example, if two cameras are positioned as shown in
Figure 1(a) a person appearing in camera 1 will move into shot of camera 2 from the left, whereas
in Figure 1(b) they would be expected to enter camera 2's shot from the right. Having such
information available could be used, for example, to limit the search space when looking for
corresponding objects, e.g. people, across multiple cameras.

CAMERA 1

CAMERA 1 CAMERA 2

Path of
Person

(a) CAMERA 2 (b)

Figure 1: Difficulty of tracking when camera directions are unknown



Caulfield et al

1.1 Reated Work

A substantial amount of research has been undertaken in the area of identifying shadows in images
and video sequences [6][5][3]. A comparative evaluation of the main techniques can be found in
[10]. The task of finding the camera's orientation relative to the scene has aso been explored
[8][1]. These techniques are, however, restricted to man-made scenes in which a large number of
straight edges, e.g. buildings, are present. Our goal isto infer the camera' s orientation to the scene
from the shadows we observe. Combining this information with techniques from Astronomy for
calculating the Sun’ s position will yield the camera s compass direction.

2  Astronomy

In order to infer the camera’s compass direction it is necessary to know the position of the Sun in
the sky for a given date, time and geographic location (specified by latitude and longitude). For our
purposes we need the Sun’s position in horizontal co-ordinates. These are specified by its angle
above the horizon (dtitude) and its angular displacement from South, travelling “around” the
horizon (azimuth). (The Sun’s azimuth is 90° when it isin the West.)

The position of the Sun must first be calculated in equatorial co-ordinates, which reference a point
on the celestial sphere, an imaginary sphere that has the Earth at its centre. The first step is to
calculate the Julian date (JD) for the date and time of interest. Thisis smply a continuous count of
days and fractions of days since noon Universal Time on 1 January 4713 B.C. (on the Julian
calendar). The Sun’s equatoria co-ordinates, its right ascension (RA) and declination (d), are
determined as follows[13]:

tan RA =cosEsnL /cosL (1)

snd=snEsnL 2
where

E = 23.439 — 0.00000036 D

D =JD —2451545.0

L=qg+1915sng+0.020sin2g

g = 357.529 + 0.98560028 D

g = 280.459 + 0.98564736 D

The observer’s latitude (Lat) and longitude are then used to find the Sun’s dtitude (Alt) and
azimuth (Az) [9]. Note that longitudes East of Greenwich are taken as positive.
LST = 280.46061837 + 360.98564736629 D + longitude

HA =LST —RA
sinAlt=sinLat sind + cosLat cosd cos HA 3
tan (Az + 180) = (—sinHA) / (cosLat tand — sinLat cosHA) 4

The agorithms presented above are accurate to approximately 1/30" of the diameter of the Sun’s
disk, which is more than acceptable for our purposes.

3  Shadow ldentification

Shadows of moving objects are identified using the technique described in [12]. Firstly, both
moving object and shadow pixels are identified using background subtraction in RGB colour space.
Next, some of these pixels are classified as shadow. The criteriathat such a pixel must meet are:

= itsluminance must drop (by alimited amount) AND

= itssaturation may rise only very slightly
Two parameters are required to use this algorithm. The first, required by the background
subtraction technique, specifies the maximum amount by which the pixel under consideration can
differ (in each channel) from the background before it is regarded as an object or shadow pixel. The
second gives the maximum percentage amount by which the luminance may drop for a shadow
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pixel. In order to remove isolated noise points produced by the shadow detection algorithm it was
necessary to blur both the background image and the video sequence. A simple averaging operation
with a neighbourhood size of 3 was found to remove the vast mgjority of noise points (Figure 2).

Figure 2: Background (@), current frame (b) and objects and shadows found (after blurring) (c)

A further problem was the occurrence of “false shadow” pixels surrounding the moving objects.
Because such areas were very thin they were easily removed by applying an “opening” operation to
the image of shadow pixels (Figure 3(b)).

Figure 3: (a) Original binary shadow image and (b) results of opening to remove “false shadow”

(c) Shadow regions (from a different frame) overlaid with their associated directions

4  Shadow Direction

All shadows cast onto the ground by vertical objects are essentially pardlel, by virtue of the fact
that the Sun is at a very great distance from the Earth. Such shadows have the same compass
direction (azimuth) as the Sun. They appear in a 2D image, if extended along their direction, to
meet at a point on the horizon. This point V (Figure 4) is here referred to as the “vanishing point”.
The mathematics of the following section reveals that finding the vanishing point is necessary in
order to calculate the camera’ s compass direction.

Figure4: All ground shadows meet at a point V on the horizon

Connected Component Analysis was performed on the image of shadow pixelsto yield a collection
of shadow regions. For each such region adirection 6 was required in order to find V (Figure 3(c)).
This was achieved through the calculation of spatial and central moments for each region [11]:
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My = Y, > col Prow f (col, row) 5
row col
where
f (col,row) = 1if plxel-at (row, col) is part of current region
0 otherwise
My Moy
Xo =—2 Yo =—2% (6)
My, ¢ my
Hog = . (col =x;)?(row =y, )* f (col,row) )
row col
o=Lim 1(&) ®
2 Hao = Hoz

4.1 Excluding Unreliable Shadow Regions

Because of failings of the shadow detection algorithm many small shadow regions were produced
for which very inaccurate directions were caculated (Figure 5). An excess of such bad data would
make it impossible to locate the vanishing point robustly. In order to overcome this problem a
shadow region tracker was implemented. Only regions that appeared in several successive frames
with similar position direction and length were considered reliable. (Equation 6 gives the centre of
gravity of each region as (X, Y.).) Furthermore, al regions below a certain size were discarded, as
were regions that did not move over time (these were often caused by specular highlights in the
scene). This technique resulted in a large number of shadow regions being discarded, thus
improving the quality of the data (Figure 6).

Figure 6: All line segmentsfrom a video (a) and reliable line ssgmentsonly (b)

5 CameraDirection Inference

Before the camera’ s compass direction can be found we must find the relative orientation S of the
camera and the shadows (Figure 7(a)). For this purpose we use the pinhole camera model [11].
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If Xw represents apoint in world space, then its projection u in the image is given by the formula:

u=[KR|-KRt] Xw 9
where both u and Xy, are in homogeneous co-ordinates (which allow directions as well as points to
be expressed). Both K and R are 3 x 3 matrices, u and t are 3-vectors and Xy is a 4-vector.

—s— PEOPLE ~ o Yo ooy,
TILT (T)

I
I ~=— SHADOWS —

'S 'S \‘&

| J Zw
E

- ;
~ 3
’ =Zc
TOP-DOWN Xw
VIEW ﬁ @ SIDE VIEW )

Figure7: (a) Arrangement of cameraillustrating relative orientation to shadows (S)

(b) Alignment of world and camera co-ordinate spacesfor our purposes

5.1 Intrinsic Parameters

We assume the following about the camera’ sintrinsic parameters:
= theprincipal point corresponds to the centre of the image
= the camera has zero skew
= thecamerahasal:1 aspect ratio

The intrinsic parameters are given by the matrix K. The assumptions given above result in K

having the following form (note that all image points must be trandated to the image centre before
being used in calculations):

(10)

~

1]
o O N
o Q o
» O o

5.2 Extrinsic Parameters

The matrix R represents the camera's orientation in world space. We assume that the camera is
level, i.e. has zero roll. It is hoped that this assumption can be relaxed in future versions of the
work. In order to simplify the mathematics we align the origins of the world space and the camera
space. This means that the trandation vector t (Equation 9) is the zero vector. We also aign the
camera s Y-axis with the world X-axis (Figure 7(b)). The angle T is the camera' s downward tilt.
The structure of the matrix Ris[4]:

0 cosT -snT
R=(1 0 0 (11)
0 -sinT -cosT

5.3 Back-projection

In order to find S, the relative orientation of the camera and the shadows, we must have a
correspondence between a point in the image and a point in 3-space. The vanishing point V in the
image (see Figure 4) corresponds to the common direction of all the shadows. This direction can be
represented in homogeneous 3-space as:

Xw=[tanS,0,1,0]" (12)
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If the 2D co-ordinates of the vanishing point are measured as u = (uy,, Vi) Equation 9 expands to:

, tanS
Uyp - 0 0|0 cosT -9nT 0 0
,vap = 0O a 0|1 0 0 0 1 (13)
1 O O 10 -snT -cosT|||O 0

It was necessary to change the sign of one ement in the matrix K to account for the inversion of
image space. The variable 3 is needed because of the use of homogeneous co-ordinates.

We wish to solve Equation 13 for S. Multiplying out the matrices yields the equations

Bu,, =asinT (14
BV, =atanS (15)
B =—-cosT (16)

Equation 16 can be used to eliminate  from Equations 14 and 15:
-cosTu,, =asinT (17)

~cosTv,, =atanS (18)

Doing so reveals that, in order to find S, either o or T is required. At the present time no other
information has been extracted from the video sequence. We intend in future work to utilise the
information about the Sun’s altitude to provide another constraint. For the moment, however, one
of the unknowns must be assumed. The scaling factor of the camera, a, is an extremely unintuitive
quantity, whereas the camera’ s downward tilt, T, is much more meaningful. Therefore, the value of
T must be provided by the user, allowing o to be eliminated from Equations 17 and 18.

—cosTu —cosT Y, sinTv,
: L = * =StanS=—" (29)
sinT tan S Uy,
Once S has been determined the camera's compass direction is found as follows:
compass direction of camera = azimuth of Sun + S (20)

5.4 Vanishing Point Estimation

The previous section shows that, in order to calculate S, the relative orientation of the camera and
the shadows, the vanishing point V must be found. Given a collection of shadow regions and their
associated directions (as discussed in Section 4), we must find V. Theoretically, the vanishing point
is found as the intersection of any two line segments characterising each shadow region’s position
and direction. However, because of the existence of noisy data, such a simple technique will not
work reliably. In its place we have developed a robust iterative algorithm that finds the vanishing
point in spite of a high proportion of noise. The algorithm is discussed below.

Because we are assuming that the camera has zero roll we can constrain the horizon line to be

horizontal in the image.
(Begin with a horizontal line far above the image.)

1. For agiven horizonta line record the distribution of points where the shadow line segments
intersect it.

2. Calculate the least square error for this distribution of points.

3. Repeat steps 1 and 2, moving the horizontal line down the image in small steps at each
iteration, until it is far below the image.
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4, Pick the horizontal line with the smallest least square error. It is an approximation to the
horizon line.

5. Record the point on this horizon line that minimises the least square error. It is an
approximation to the vanishing point.

6. Find the shadow line segment that intersects the horizon line furthest from the vanishing point.
Remove this line segment from the data.

7. Repeat steps 1 to 6 until only two line segments remain. Their intersection represents the best
approximation to the vanishing point.

6 Results

Experiments were performed using two video sequences, each approximately one minute long, of
people walking across an open area on a sunny day. The videos were shot at 12.15p.m. and
12.20p.m. on 6 Nov. 2002 in Central Dublin. The downward tilt of the camera in both cases was
taken as 30 degrees. In each instance the algorithm for finding the vanishing point converged to a
result consistent with that found by manual calculation using “good” data (Figure 8), in spite of a
high proportion of incorrectly detected shadow regions. The direction of the camerain video 1 was
found as South 43 degrees East (Figure 9), and for video 2 as South 10 degrees East (Figure 10).

Poin
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Figure 9: A framefrom video 1, the line segments used to find the vanishing point and a virtual
compass depicting the camera’s orientation

Figure 10: A framefrom video 2, and its associated line sesgments and virtual compass
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7 FutureWork

We hope to extend this work to eliminate the need for the user to provide the downward tilt of the
camera as a parameter. This could be accomplished by utilising the information available about the
Sun’s dtitude and by finding correspondences between people's heads and the heads of their
shadows in the video sequences. It may also be possible to extract direction information from time-
lapse footage of the shadows cast by fixed objects such as buildings.

8 Conclusions

We have successfully determined the compass direction of a camera based on the shadows cast by
moving objects in a video sequence. The automatic extraction of this information has applications
in a multi-camera network, where a system may seek to relate the data obtained from different
cameras. Knowing each camera s compass direction would constrain the search for corresponding
objects across different views.
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Abstract

The estimation of Global or Camera motion from image sequences is important both for video
retrieval and compression (MPEG4). This is frequently performed using robust M-estimators with
the widely used Iterative Reweighted Least Squares algorithm. This article presents an investigation
of the use of an alternative robust estimation algorithm and illustrates its improved computationnal
efficiency. The paper also introduces two new confidence measures which can be used to validate
camera motion measurements in the context of information retrieval.

Keywords: Camera motion, M-estimators, Video analysis.

1 Introduction

Content based information retrieval has been a highly active research area during the last decade [14].
The motivation has been that access via keywords allows only a primitive interaction with non-text media
in general. To allow access on the basis of content (e.g. responses to questions like “find all aces in a
game of tennis”) is the key to efficient exploitation of these kinds of information. Typically the process
begins by identifying and extracting feature primitives (colour, shape, motion,...) relevant to the content
and these features might be related in some way to the human perception of the data. The features are
then manipulated jointly in response to user queries or in order to identify events.

Motion is clearly an important feature in retrieval from video media, and Global Motion in particular
captures the movement of the camera operator. This motion is well correlated to important events in video
for example sport broadcasts [11] and can be used as a preliminary task before local motion analysis [9].
In this paper, global motion is considered to be that single motion representation which accounts for the
largest moving area in the image.

A 6 parameter affine model is introduced in section 2 to represent this displacement. Those parameters
are then estimated by minimising an energy function. It is local motion that complicates the estimation of
global motion. In effect, that area of the image which undergoes local motion (or discontinuity) acts as an
outlier in the global motion model. Standard estimation methods as presented in section 3, are sensitive
to the presence of such outliers. By using instead, robust estimation processes [4] (M-estimators), it is
possible to handle the presence of contaminated data in the observations i.e. the effect of global motion
in this case. M-estimation has been applied to many problems in computer vision such as regularisation
[6], motion optical flow estimation [1], object tracking [2], or object recognition and detection [8].

This paper considers two algorithms used for performing robust Global motion estimation with M-
estimators. The first is the so-called Iterative Reweighted Least Squares (IRLS), and the second is the
little known Iterative Modified Residuals (IMR) [10]. This article quantitatively analyses how well they
perform with respect to the accuracy of the motion estimate itself and it compares their computation
times. The paper shows that in fact, the two algorithms lead to the same performances for accuracy, the
IMR is more computationally efficient.
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Of special importance in any estimation problem on real data is to measure the confidence of the
estimates. The paper also introduces two new confidence measures which can be use to validate camera
motion measurements in the context of information retrieval.

2 Image sequence modelling
Motion estimation techniques presented in this article rely on the following image sequence model:
Iy(x) = In—1(F(x,©)) + e(x) (1)

where I,(x) is the grey level of the pixel at the location given by position vector x in the frame n. The
vector function F'(x, ©) is the transformation of image coordinates induced by the motion between time
n — 1 and n. O is the vector formed by the motion parameters. In other words, it means that the current
frame can be created by rearranging the position of the intensities from the previous frame.

Camera Motion Model. To represent motion such as zooming, rotation and translation between the
current frame n and the previous frame n — 1, a 6-parameter affine transformation F'(x,0) = Ax +d
is used where A is a 2 x 2 matrix for affine transformation and d is the displacement vector, as below:

F(x,0) = Ax+d

- (o w) () (%)

_ al$+a2y+d:p :B(X)®
a3 T +ag y+dy

2

z y 1 0 0 0 T
where B(x) = < 000z y 1 and © = [a1, a9, dy, a3, a4, dy]" .
Toward a linear residual. The parameter © can be estimated by minimising some function of the
residual €(x) = I,,(x) — I,—1(F(x,©)). This residual €(x) is however not linear in ©. A Taylor series
expansion around the motion parameters © is used to linearise the parameter estimation problem as
follows:

I(x) — I_1(B(x) ©) = VI, _1(B(x) ©) - B(x) - 60 + £(x) 3)

€(x) and the higher order terms of the expansion are lumped together in the new residual ¢(x) linear
with respect to the update §©. The V operator is the usual multidimensional gradient operator. The
estimation proceeds by recursive estimation of §© and updating of © <+ © + §©. This simple idea
unifies all previous approaches to Global Motion estimations.

The equation (3) is expressed at each location x. Considering all the pixels, it can be rewritten using
vectors and matrices such as:

z2=G 60 +¢ (4)
with the vectors (limiting the notation to the first two locations x1 = (z1,y1) and x3 = (22, y2)):
In(Xl) — Infl(B(Xl) (")) S(Xl)
z= | In(x2) = I,—1(B(x2) O) e = | e(x2)
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and the following matrix:

r1-In 1 (B(x1)) y1-Inoa(B(x1)) L_i(B(x1)) =1-I)_(B(x1)) wi-I,_(B(x1)) I,_;(B(x1))
G=| z2- I 1(B(x2)) y2-I; 1(B(x2)) I; 1(B(x2)) z2-I} (B(x2)) w2-I) 1(B(x2)) I} ;(B(x2))

3 Maximum likelihood estimation

A maximum likelihood approach to estimation of ©® would choose an estimate © which maximises the
likelihood of €(x) as all the sites in the image simultaneously P(g). This is equivalent to minimising
the log liklelihood —log P(e). In practice, by exploiting the linearisation of the log-likelihood (as in
the previous section) around a current estimate of © called ©;; it is possible to generate an estimate by
successively updating 6 through Ot = @' + §O. Where 5O is the update to be estimated.

Assuming the distribution of the residual € is spherical (i.e. multidimensional gaussian with a covari-
ance matrix proportional to the identity matrix), the algorithm can be written as :

Do
60 = arg min(;@{/‘Z(E(i)) = ZX[E(i) (X)]2} (5)

et+l) = o) 4+ 50
Until convergence at final step 4 (@ = @(i))

At each step 7, 50 is estimated by Least Squares:

56 = [GO) TG 1G0T ,40) ©)

4 Robust M-estimation

Least Square estimation is sensitive to gross errors (or outliers) due to, for instance, local motion in the
video different from the global motion or occlusion effects. M-estimators [10] are now widely used to
perform robust estimation of global motion parameters [4, 15, 13]. The underlying assumption is that
the probability density function of the residuals is no longer gaussian, and can be written as:

Ple) o exp [—% > (%)] )

Several functions p, convex or non-convex, have been proposed in the literature [4, 8, 13]. In our ex-
periments (section 6), we have chosen the convex function p(t) = 2v/1+ ¢2 — 2, in order to avoid
problems with local minima occurring with non-convex ones which could disturb the comparison of the
algorithms. o, is the scale parameter that controls the limit where the influence of the outliers begins to
decrease [10]. This parameter is fixed offline [4] but to simplify, it is set to 1 in the following equations.

The corresponding energy to minimize is non-quadratic and requires specific algorithms. Two have
been proposed in the literature. The first is widely used and is called The location step with modified
weights [10] in the robust statistic framework, or more commonly the Iterative Reweighted Least Squares
[12], or as ARTUR in the Half Quadratic (HQ) formulation [5]. The IRLS algorithm is reviewed in
paragraph 4.2.

The second algorithm, little known in computer vision literature, has first been called The location
step with modified residuals in robust statistics [10] and as LEGEND in the HQ framework [5]. This
algorithm is referred as Iterative Modified Residuals (IMR) and is explained in paragraph 4.3 for global
motion parameter estimation. The section 4.1 briefly explains the origins of the two algorithms and they
are compared in section 4.3.
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4.1 Half-Quadratic Theory

Several explanations can account for both algorithms [10, 5, 8], but for simplicity we choose here the
HQ framework. Maximising P(¢) in © is equivalent to minimize J (€) = ) _, p(e(x)) iteratively in 6©.
HQ theory defines an augmented energy J* with the same global minimum:

J(e) = min {J*(e, b) =37 4" (e(x) b(x»} ®
J* is minimized iteratively in §© and b = {b(x) }x :
Do
Do

60U) = arg minge {j*(e(j), b(j))}
‘ bl = arg miny, {j*(g(j‘i‘l)’ b(j))}
Until convergence at final step j (5/(:) =500)
0+ = 8 4 50
Until convergence at final step % (@) = @)(i))

The different interactions of the auxiliary variable b with the residual € defines the different robust
algorithms of the M-estimation. b corresponds to weights on the residuals in the IRLS algorithm and is
denoted w in section 4.2.

4.2 TIterative Reweighted Least Squares (IRLS)

The first proposed augmented energy can be written as:

T (e w) =Y w(x) [e()] + ¥(w(x)) ©)

When the auxiliary variable w = {w(x)}x is fixed, the update is estimated by weighted Least Squares:

§0U) = (GO TwU GO~ (GO TW) ) (10)

The diagonal matrix W = diag(w) is then updated by w7+ (x) = %((:)))' The weights act to reduce
the effect of large residuals in the estimation process. A parametric expression of the function WU is
proposed in [8]:

i
p (e)
2e ,

U = p(e) — pég)&t

w =

Under some hypothesis on p [7, 3], this can be expressed as ¥(w) = ¢((¢') "' (w)) —w (¢') "' (w) with
$(z?) = p(2).

4.3 Iterative Modified Residuals (IMR)

The second augmented energy can be written as:
J* (e,b) = Y [e(x) — b(x)]* + £(b(x)) (11)

When b = {b(x) }x is fixed, the update is computed by :

50U = (GO T g1 GO T (z() — p)) (12)
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The vector b is updated by b7+ (x) = g(x) <1 — %83)) Here the auxiliary variable acts again

to reduce the effect of large residuals but here by subtraction of each outlier. ¢ has been defined as
[7]: £(b) = sup,{—(u — b)? + p(u)}. As this expression is not analytically exploitable, a parametric
expression of ¢ has also been proposed [8]:

bze(l—é@)
, 2
e - (42)

Remarks It has been shown that the IRLS algorithm converges in less steps j to the estimate 50
than the IMR [10, 8] (cf. figure 1). But in comparing equations (12) and (10), we see that the IMR
algorithm involves less computation (product of matrixes [G(i) T G(i)]) at each j step than the IRLS
(GO TWH GO,

13)

Figure 1: Energy J with respect to the step j. Convergence to the minimum faster for IRLS (diamond-
blue) than for IMR (square-pink).

5 Confidence measures

The local motion behaviour or discontinuity contaminates the observations of the global motion. The
level of contamination can be evaluated using the following measures.

Using the residuals. The probability density function of the residuals maxg P(€) (or its correspond-
ing energy defined as ming{—log P(g)}) is directly connected to estimator behaviour. If the estimate
exactly accounts for the motion of each pixel within the image that is undergoing global motion, then
the residual energy is zero (consequently, the likelihood probability is high). Conversely, high residual
energy implies poor estimation and low likelihood probability.

Using the weights. The auxiliary variable used in the IRLS algorithm collects the weights defined on
each residual. This weight is close to one when the residual is an inlier for the estimation of the global
motion parameter, and close to zero otherwise. The image of the weights can be seen as a confidence map

2y [w(x)]
> 1

2
on the data. We propose a measure using those weights: E[w?] = . The measure is the Mean

Square weight (MSW) across the entire image, and if most of the imagexcan be accounted for by global
motion, one would expect the IRLS MSW to be 1.0 and the IMR MSW to be 0.0. This measure is slightly

different from that proposed by Bouthemy et al.[4] in that it does not require any prior thresholding.
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6 Experimental results

Artificial sequences Three artificial video sequences (50 images of 360 x 288 pixels) were generated
by applying a motion with known parameters on an original frame. The sequences show accelerating
global motion in order to simulate rapid camera action.

Accuracy. As the table 1 shows, the accuracy of both algorithms on each parameter are the same. The
error on the translation parameters is bigger than the one of matrix A, but is still very small (<< 1 pel).

ai a? as a4 d; dy
IRLS | 4.107% | 3.10=° | 3.107° | 4.10~* | 1.1072 | 1.107?
IMR | 4.10~* | 3.107° | 4.10=* | 3.10~° | 1.1072 | 1.1072

Table 1: Average error on the parameters.

Computation time. The estimation has been computed using a three level pyramid as in [4] both to
speed up the computation and to have accurate results. Figure 2 shows the advantage of this approach in
terms of computation time: the notations IRLS and IMR (respectively PYR-IRLS and PYR-IMR) mean
that the estimation has been performed without (resp. with) the pyramid of resolution. The curves show
the computation time (in ms) for each frame of the sequence, and have been computed for the pan-only
sequence which presents a decelerating translation for each frame n such that: d,(n) = 7 exp [—2”—5]
The initial guess of the algorithms for each frame n is the identity transformation (i.e. in particular
d(j:‘)) = 0). At the beginning of the sequence, the initial guess is far from the solution, and therefore
both algorithms (without using the pyramid decomposition) require more time to converge than at the
end. This is not the case using the pyramid decomposition where a coarse to fine refinement is used. The

4500
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3500 \-\
3000 =
7 2900
s
= 2000 5 =
n
. .
»
1500 nmm -
0 B
X/ <

me (ms)
i
0
X//

frames

——IRLS,---B-- - IMR, PYR-IRLS, PYR-IMR.

Figure 2: Computation time (pan-only).

table 2 presents the average time of computation on all our sequences using the pyramid decomposition.
No obvious difference appears between the performance of IMR and IRLS.

zoompan | pan only | zoom only
IRLS 641 639 605
IMR 633 666 607

Table 2: Average time (ms) on artificial sequences.

229



Rozenn Dahyot and Anil Kokaram

Real video sequences A video sequence of cricket has been processed using both algorithms (1500
images of 720 x 576 pixels).

Computation time. On the overall sequence, the IMR is reaching the estimate 10% faster than the
IRLS (in comparing their average times 5612m.s for IMR and 6476ms for IRLS over the sequence). As
noticed in section 4.3, when the pixels in the image are numerous (that increases the size of the matrixes
involved in the computation), the computation costs at each j step involving the products of matrixes in
the IRLS algorithm can become time consuming.

Confidence measures. The figure 3 shows the confidence measures computed for the global motion
parameter over the cricket sequence: there is an obvious correlation between the shot changes and weak
values of the confidence measures (high values of the energy using the residuals, and low values of
the confidence measure using weights). Abrupt transitions like cuts are well detected by both confidence
measures, but not gradual transitions. As noticed in [4], confidence measures on the estimated parameters
can also be used to detect shot changes in the video sequences. Figure 6 presents the weights estimated

1

1
o S00 1000 1500

o s00 1000 1500

1
o =00 1000 1500

Figure 3: From top to bottom : ground truth of shot transitions (red dashdot lines for cuts, green dot lines
for dissolves, black solid lines for wipes), confidence measures using residuals (middle) and weights
(bottom).

for some images of the sequence. The weights are presented scaled by 255. High brightness represents
pixels with high weights and dark pixels represent those with low weights. Low weights indicate pixels
which are not part of the area undergoing global motion. This is in effect a representation of objects that
are not following the camera motion such as the wipe in image 7 = 616 or people in frame 1400. Strong
camera activity is detected in image n = 251 (travelling d,, = 16) through the presence of outliers on the
right and left borders of the weight map. These are caused by off-scene locations that cannot be matched
in the successive images because of the large inter-frame motion.

7 Conclusion

We have presented two algorithms performing the robust M-estimation. Depending on the size of the
images, we have shown that the IMR algorithm can be faster, for the same accuracy, than the IRLS
algorithm usually used to solve M-estimation for the global motion estimation problem. Global motion
parameters are used for instance to index sport events [11] since the movement of the camera is highly
correlated to the game. The two measures characterising the amount of contaminated data can help to
detect shot changes [4]. Finally, weight maps provide a interesting start for local motion analysis and
object segmentation in videos.
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Figure 4: Images from the cricket sequence with their weighting map {w(x)}x. Black pixels correspond
to weights close to O (outliers), and white ones are weights close to 1 (inliers).
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Abstract

In this paper, we present a hybrid approach for tracking multiple
objects through occlusion observed by a stationary camera. This tracking data
can then be used to generate accurate object motion trajectories that provide
an index key into a database of motion sequences. The system is intended for
tracking people and objects in crowded environments such as supermarkets or
shopping malls. The output of the system can be wused for intelligent
behavioural analysis or activity-based video indexing and retrieval for
security management. The approach starts with a robust foreground object
detection and SAKBOT-based shadow suppression stage. It is shown how both
static and dynamic occlusions are handled using a first-order Kalman Filter
combined with a simple colour model incorporating histogram intersection and
back-projection for each tracked object. In the next step we use a RANSAC-type
approach to generate smooth motion trajectories for each object modelled with
m-degree polynomials. Preliminary results are presented to show how our method
produces robust trajectory paths insensitive to outliers containing high
numbers  of  mis-detected points. A  similarity metric is  then
defined using polynomial coefficients. This enables a user to construct a motion
trajectory query which can be used to index into a database of surveillance clips and
retrieve similar results..

Keywords: object tracking, shadow detection, motion trajectory, occlusion handling.

1 Introduction

Intelligent surveillance systems are assuming an increasingly important role in crime detection and
prevention as the number of installed camera networks can attest. One of the most important tasks for the
next generation of commercial CCTV surveillance systems is to automate the process of tracking people,
objects and their interactions in complex and crowded environments. The tracking problem (i.e. establishing
inter-frame correspondence for individual objects over a video sequence) has been extensively studied in the
computer vision literature [1][2]. However, the issue of how to curate the vast quantities of tracking data
collected has only recently been addressed by researchers. One approach is through semantic video
interpretation [3] where the system attempts to recognise user-predefined events such as certain types of
possible criminal activity. An alternative is to analyse object motion paths [4][5][6] in order to learn and
predict patterns of behaviour, or to allow users to create queries about the content of surveillance scenes
[71[8][9], e.g. trajectory, colour, type of object, etc. and thereby retrieve useful information.

Our work most closely relates to [7][8], since the aim of the project is to develop a system for
indexing and retrieval of relevant video sequences based on object motion paths. The specific application
domain addressed is indoor retail store surveillance which offers a number of challenging problems when
attempting to automate scene analysis. These are as follows:

e Static/dynamic occlusion: Indoor environments such as retail stores and shopping malls are often
crowded and hence are full of static and dynamic objects that may partially or totally occlude the
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target object. This results in rapid appearance and shape changes which must be dealt with carefully
if identified objects are not to be mis-classified. This is an inherent problem when attempting to
analyse crowded scenes.

e Shadows: Often strong artificial illumination from multiple light sources used in indoor scenes
introduces problems in effective foreground detection due to the generation of shadows of varying
intensities in different parts of the scene. When the object moves close to the light source, the
intensity of the shadow increases rapidly.

e Background changes: Previously moving objects that suddenly become stationary in the scene for
long periods or sharp changes in lighting conditions cause instability in the background model. As
the first step in reliable object segmentation is normally background subtraction, the system must
react and adapt to the background changes by frequently updating the model.

1.1 Related work

There have been numerous efforts to robustly track objects in crowded scenes. This work can be categorised
into single or multiple cameras, static or moving cameras, colour or grey scale, and single or multiple person
tracking systems. The W* system [10] tracks people in grey scale video obtained from a static camera. The
foreground object is detected using a statistical background model, and a set of features (such as silhouette
calculation, body parts localisation) for each object and group is computed. These features are then used to
track moving objects through various types of occlusion. An enhancement to the system known as W4S,
which integrates real-time stereo computation in order to suppress shadows (previously detected as separate
blob or new foreground objects), is described in [11]. Other noteworthy tracking systems working with fixed
cameras have been reported [12][13][14].

In [15], tracking is accomplished by decoupling the problem into two parts. Firstly, the object
appearance is defined using a colour-based object representation and it then models 2D and 3D velocities of
the object. An appearance-based description of moving objects is used for measuring similarity among
detected moving objects whereas Kalman Filtering is used for 2D/3D modelling of tracked objects. The
SAKBOT [16] approach enables effective tracking of objects, even in the presence of heavy shadows. It uses
HSV colour space to improve the accuracy in detecting shadows by exploiting the general effects of shadows
on the HSV component of the pixel on which it falls. This effect includes a lowering of brightness value for
the pixel (caused by darkening) greater than expected with little effect on the S and V (colour) component.

Here, we propose a simple and effective solution for tracking multiple objects in a busy environment
such as a shopping centre or retail store. The solution combines various existing techniques with some
modifications.

The remainder of the paper is organised as follows. In section 2, an algorithm to detect foreground
objects using an adaptive statistical background model is discussed. A technique to avoid moving shadows
being classified as part of a moving object is then described. Section 3 specifies the algorithm used to track
objects in various possible scenarios. These scenarios include tracking of multiple objects through both
partial and complete static or dynamic occlusions. The algorithm uses a hybrid model comprising a spatial
prediction component based on the output of a first order Kalman Filter and appearance model component
based on technique of colour indexing proposed by Swain and Ballard [17]. In section 4, we describe the
procedure for modelling the motion path generated by the object tracker points. This method is shown to be
insensitive to gross outliers in the data, instabilities inherent in the tracking algorithm and is particularly
suited to smoothing through occluded sequences. We then show how to use the output for indexing motion
histories. Preliminary results are presented in section 5, concluding with a discussion and summary in section
6.

2  Foreground Object Detection

We adopt the adaptive background modelling technique based on [10] which has proved reliable. Before
background subtraction can be applied, an initial background model should be learned based on frames with
a majority of the background visible. However, the algorithm can create an initial background model even if
there are small localised visible objects moving in the scene. A set of masks can be used to neglect the
moving objects and we can select only the valid regions to be used to update the background model. It also
caters for any object that moves into the scene (then identified as a foreground object) and remains stationary
for a long time period. Similarly, any object which is initially assumed to be the part of the background but
then starts to move, can cause false background changes for a short period but settles down in a reasonable
number of frames.

233



234

Video Sequence Indexing Through Recovery of Object-based Motion Trajectories: A. Naftel, S. Khalid

This is combined with shadow detection based on SAKBOT model [16]. Shadows are detected by
assuming that they reduce the intensity of the underlying pixel without having a significant effect on its
colour. As background subtraction only takes into account the brightness component of pixel, we need to
model hue and saturation pixel components separately for shadow removal. The result of applying
background subtraction with shadow suppression is shown in Fig 1.

Fig. 1. (@) Current frame. (b) Foreground object detected after background subtraction. (c)
Foreground object after background subtraction with shadow detection and removal.

3  Tracking via Motion and Appearance Models

This section describes the techniques employed to track labelled moving objects through frames. We deploy
a simple motion model based on first order Kalman Filter and an appearance model using colour histogram
intersection and backprojection [17]. The advantage is this approach is its speed and simplicity of
representation.

The motion model for the object is specified as follows. The bounding box and centroid coordinates of
the identified object are used as the state and measurement variables in the Kalman Filter such that:

m=[x v X V] 1)
S=[x w1 X2 Y2 A Ay Ax; Ay, w h] 2

where m and S are measurement and state models and (Xy, Y1, Xo, Y2) represents the left, top, right, bottom
boundaries of the bounding box. (Ax;, Ay;, AX,, Ay,) represent the corresponding change in the values of
boundaries in recent frame and (w, h) specify the overall width and height of the bounding box. These
variables are used in the case where one bounding edge of a target is observable and its opposite boundary
just becomes occluded. The occluded boundary can then be approximated by adding/subtracting the w or h
state variable. Since we assume the object moves through image space at constant velocity, the new position
at time t + 1 is predicted from the position at t by the equation:

') (1000100 0fx) (n
yit 101000 10 0f yi| |n}
;8| 0001000 1 0 x| |n}
y5 |_[000 01000 1}y | In @)
AL1000 00100 0faxt| |nt
Ay 100 0 0 01 0 0fayl| [nf
A5 1000000 1 0faxy| [nt
Ayst) 00000 0 0 1)ayy) (nf

The appearance model for the object is constructed as soon as the foreground blob is identified as a
valid moving object. The object model is obtained by creating a colour histogram for the pixels considered
part of the object. Each component of the colour model is quantised using a variable number of bits. Here, we
use 5 bits (32 bins) for each colour component (H and S) and 4 bits for brightness (V) component. A smaller
number of bins for VV component is consistent with the fact that as the object moves, the brightness of the
illumination varies according to its distance from the light source. The overall structure of the tracking
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algorithm is illustrated in Fig. 2. The tracking algorithm works as follows. For each frame in the video
sequence:

Step 1. Predict the new position of each tracked object using eq.(3).

Step 2. Calculate the most likely position of the object based on the prediction and the actual
measurement associated with the object. If the measurement obtained varies significantly from the
predicted position (e.g. in the case of static occlusion), use the predicted position.

Step 3.  Use histogram backprojection technique[17] to identify the location of the object centroid
based on colour model. Use the additional information obtained to validate and adjust the object
location.

Step 4. Update the object state variable based on the object’s most likely position.

Step 5.  Update the colour model for the object if it is not subject to static or dynamic occlusion.

Extract Frames From
Sequence

Detect Foreground
‘ Regions/Blobs after Object
Segmentation

Compute Predicted Position
Using Kalman Filter and

Histogram Backprojection

Map Ildentified Objects to
Detected Regions

object mapped to region Region not assigned to any object

object not mapped ||to region
Validate Measurement for Check the Position of ek i Lenaiihm
Each Object Boundary Object in the Scene 9

invalid measurements

Estimate from
Prediction Value

object notin // “scene exit” location

valid measurement:

object in\"scene exit” location

Update Object Current
State Using Predicted
and Measured Value

object in |[“scene entry” location

- Use Prediction to

partially valid || measurements Object Fully Occluded
Approximate Location

‘ Delete object ‘ ‘ Create New Objec}

Estimate Boundary
Location From Valid

Opposite Boundary
Location

Fig. 2. Block diagram of the tracking algorithm

For objects that are dynamically occluded, extra processing is needed. In this type of situation, an object may
partially or fully occlude the other objects. When different objects start to overlap in the scene and appear to
move together, then all the constituent objects of the group are tracked as one large blob. Within the blob, the
location of the object is approximated by the colour model using a histogram backprojection technique. This
is accomplished as follows.

Assuming a pair of multi-dimensional histograms G and H each containing n bins, where G represents
the target object model and H the ‘background’ image, we define a ratio histogram Q between object and
image as

. [ Gj
Qi = mm(H—, 1) 4)
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Image values are then replaced by the values of ; which they index. The backprojected image is then
convolved with a mask which is approximately the size of the object’s bounding box. The index with
maximum value in the convolved image is the approximate location of the object. This additional information
provides a cue for the object location within the larger blob (representing multiple objects with dynamic
occlusion). When the objects separate from each other, the unique identity of each object is verified by
intersecting the separated region model (i.e. histogram) with the histogram of all the objects (originally part
of the dynamically occluded blob) in the current frame. The histogram intersection measure W is defined as

Y= Zn:min(Ri,Gi) (5)
i=1

where W represents the number of pixels with the same colour in the two reference histograms, R is the
colour histogram of the region, and G is the target object histogram. The object with the maximum value for
W is assigned to the region that is separated from the dynamically occluded group.

4 Modelling the Motion Path

4.1 Model Fitting
As for most tracking algorithms, the output is a set of (usually noisy) 2-D points representing the frame-to-
frame reference location of an object tracked through the image space. We propose to model the overall
shape of the resulting tracked points using a low degree polynomial. For more complex motions, the
representation could be piecewise but we do not consider that here. The advantages are that a model
representation will result in significant compression of the tracked data and it can also be used to index stored
video sequences where the generic motion path of an object is of interest, e.g. to a CCTV operator.

We consider a RANSAC implementation [18] for the least squares (LS) approximation of a set of n
data points (x;, yi) (i = 1,2,...,n) by a polynomial p.,(x) of degree m < n. The unknown m+1 coefficients ay (k =
0,1,...,m) can be determined by minimising the function E with respect to ay, ay, ...

E(ag,ay,....am )= [yi—(a0+a1x+...+amxim)]2 (6)

L4

This is suitable in the case where x coordinate values are monotonically increasing. Where the values are
monotonically increasing in y, we reverse the roles of x and y in eq.(6).

It is well known that least squares is a smoothing technique that is highly sensitive to gross errors.
These outliers commonly arise in the tracking process due to object miss-classification and measurement
error. RANSAC, on the other hand, is particularly suited to model fitting where the data is highly
contaminated by outliers. Instead of using all the points to fit the curve (as in LS), it initialises the model with
as small a data set as possible and then enlarges this set with consistent data where possible. When there are
sufficient mutually consistent points, RANSAC then employs a smoothing technique such as LS to compute
an improved estimate for the fit. This is demonstrated in Fig. 3 where the RANSAC result provides a more
faithful representation of the motion path data. The intersection of the curves indicate the position at which
object occlusion occurs. In most cases, m = 3 provides an adequate representation of the modelled trajectory.

4.2  Similarity Metric for Retrieval of Motion Paths

Since we wish to search and retrieve similar trajectories for tracked objects, it makes sense to index the video
motion clips in a database using a model-based descriptor. Each tracked and labelled video object is therefore
represented by the set of coefficients {a;} of the interpolated curve through its motion path. When a user
invokes a query (motion path) which could be a free-hand sketch or set of trend points marked on a
representative background scene, the coefficients are generated and compared to each of those in the database
of clips using a Euclidean distance metric. The best matches are then retrieved in order of similarity. The
similarity metric d is defined as

M3

d(Mq,Mk):{

12
(aiq ~ ik )2} )

i=1
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where Mg = {aig} and My = {ay} (i = 1,..., m) denote the coefficient set for the query and stored motion path
models respectively.

@ )
Fig. 3. Fitting polynomials of degree 3 to motion paths. (a) Tracking up to occluding frames. (b)
Comparison of LS and RANSAC model fitting. RANSAC produces tighter fitting curves.

5 Experimental Results

In this section, we present some results to indicate the effectiveness of the proposed techniques for tracking
people through static and dynamic occlusions. We then generate motion path models and demonstrate how
these can be used for object-based video indexing and retrieval.

The results shown in Fig. 4 demonstrate object tracking and interaction in the presence of static and
dynamic occlusion. In Fig. 4(a), objects are tracked independently in the presence of static occlusion
(represented by the table). Objects move towards each other and come into contact, thus merging into a
single blob, but are still identified as separate objects shown in Fig. 4(b). Object 1 moves behind object 2 and
is completely occluded as shown in Fig. 4(c). Two objects then separate and are identified and tracked with
the correct label as shown in Fig. 4(d). The results demonstrate usefulness of appearance model since both
objects are of similar colour distributions and object 1 is completely occluded by object 2 for some time as
shown in Fig. 4(c).

@ ©)
Fig. 4. Tracking of multiple objects through occlusions. (a) Objects are tracked independently (b)
Objects come in contact with each other (c) Object 1 is fully occluded by object 2 (d) Tracking
continues with correct labels on the objects.

Fig. 5 illustrates the results of using eq.(7) to search and retrieve object motion paths, similar to a
user-defined query, from a surveillance database of motion clips. A partial or complete trajectory has been
recovered for each successfully tracked object in the motion clip using the method described in section 4.1. A
sample set of trajectories are shown in Fig. 5(a). Where the motion path is more complex and cannot be
adequately modelled using a low-order polynomial, either this has been excluded from the database or stored
only as a partial trajectory. The same is true of object paths where tracking has been lost due to complete
occlusion.

Figs. 5(b)-(d) show the object motions retrieved for various user-specified queries. The stored
trajectories (and hence motion clips) are ranked according to their degree of similarity to the query and the
results indicate those inter-trajectory coefficient distances lying within a certain tolerance 7, where d(Mg,M,)
< r. The coefficient distance metric, though simple to compute, appears to give plausible results even in the
case of a partial trajectory query, shown in Fig. 5(d). In future work, we intend to compare the performance
of several different similarity metrics including Hausdorff distance measures (HDM). HDMs [6] are
expensive to compute but have the advantage of working with point sets that are more suited to the case of
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complex trajectory shapes. We also intend to investigate the addition of a velocity difference term to the
metric since this important information is currently neglected.

(d)
Fig. 5. Using a user-sketched query to retrieve similar motion paths. (a) Database of stored motion
paths. (b)-(d) Highest ranked results for various queries based on closest distances in coefficient space-
only those trajectories lying within a certain tolerance are displayed.

6  Conclusion

We have presented a simple but effective approach for tracking multiple objects through static and dynamic
occlusions. It requires colour images as this is vital for shadow detection and maintaining an object-based
appearance model used for disambiguating merged regions during occluding frames. If the predicted object
position varies significantly from the measured position based on the current frame, Kalman Filtering is used
to estimate the new location. The prediction is then adjusted after performing histogram intersection of the
object in the current frame.

Motion trajectories are then modelled via polynomial interpolation adopting a RANSAC approach for
ensuring the generated motion paths are resistant to outliers. The coefficient descriptors prove to be a useful
index key into a database of video clips representing object motions. A user-defined query can be sketched as
a means of retrieving similar motion events which makes this a useful tool for surveillance-based intelligent
behaviour analysis.

Acknowledgements

Mr Shehzad Khalid would like to thank the Higher Education Commission of Pakistan for financial support
of his postgraduate studies.



Video Sequence Indexing Through Recovery of Object-based Motion Trajectories: A. Naftel, S. Khalid

References

[1] J. Aggarwal and Q. Cai, "Human motion analysis: A review," Computer Vision and Image
Understanding, vol. 73, pp. 428--440, 1999.

[2] L. Wang, W. Hu and T. Tan, Recent developments in human motion analysis, Pattern Recognition,
Volume 36, Issue 3, March 2003, Pages 585-601

[3] B. Georgis, M. Maziere, F. Bremond, M Thonnat, "A video interpretation platform applied to bank
agency monitoring, Proc. IEE Intelligent Distributed Surveillance Systems (IDSS-04), February 23,
2004, London, UK, pp. 46-50.

[4] D. Makris and T. Ellis, Path detection in video surveillance. Image & Vision computing, 20 (2002)
895-903

[5] N. Johnson and D. Hogg "Learning the distribution of object trajectories for event recognition”,
Image & Vision Computing, 14 (1996) 609-615.

[6] J. Lou, Q. Liu, T. Tan, Weiming Hu, Semantic Interpretation of Object Activities in a Surveillance
System. 16th International Conference on Pattern Recognition (ICPR'02) Volume 3 August 11 - 15,
2002

[7] Y.Jung, K. Lee, Y. Ho, Content-Based event retrieval using semantic Scene interpretation for
automated traffic surveillance, IEEE Trans. Intell. Transport. Syst. 2, 151-163, 2001.

[8] W. P. Berriss, W. G. Price and M.Z. Bober, “The Use of MPEG-7 for Intelligent Analysis and
Retrieval in Video Surveillance” Proc. IEE Intelligent Distributed Surveillance Systems Symposium
(IDSS-03), pp. 8/1 — 8/5, London, February 25, 2003.

[9] A.J. Lipton, J. Clark, P. Brewer, A. Chosak, P. Venetianer, Object video forensics: Activity-Based
Video Indexing and Retrieval for Physical security, IDSS-04, February 23, 2004, London, UK, pp.
56-60.

[10] Haritaoglu, D. Harwood, and L.S. Davis. W4: Real-Time Surveillance of People and Their
Activities. IEEE Tras. On Pattern Analysis and Machine Intelligence, 22(8):809-830, August 2000.

[11] Haritaoglu, 1., D Harwood & L. Davis (1998). W4S: A Real Time System for Detecting and
Tracking People in 2.5D. European Conference on Computer Vision, 1998

[12] C. Wren, A. Azarbavejani, T. Darrell, and A. Pentland, “Pfinder: Real-Time Tracking of the Human
Body”, IEEE Trans. Pattern Analysis and Machine Intelligence vol.19, no. 7, July 1997.

[13]Robert T. Collins, Alan J. Lipton, Hironobu Fujiyoshi and Takeo Kanade, "Algorithms for
Cooperative Multisensor Surveillance," Proceedings of the IEEE, Vol. 89(10), Oct 2001, pp.1456-
1477.

[14]Robert T. Collins, Alan J. Lipton, Takeo Kanade, Hironobu Fujiyoshi, David Duggins, Yanghai
Tsin,David Tolliver, Nobuyoshi Enomoto, Osamu Hasegawa, Peter Burtl and Lambert Wixsonl.
“A System for Video Surveillance and Monitoring”. The Robotics Institute , Carnegie Mellon
University. CMU-RI-TR-00-12

[15]J. Kang, I. Cohen and G. Medioni, “Tracking Objects from Multiple Stationary and Moving
Cameras”, Proc. IEE Intelligent Distributed Surveillance Systems (IDSS-04), February 23, 2004,
London, UK, pp. 31-35.

[16]R. Cucchiara, C. Grana, M. Piccardi, A. Prati, and S. Sirotti, “Improving shadow suppression in
moving object detection with HSV colour information ”, in Proc. of the 4th International IEEE
Conference on Intelligent Transportation Systems, August 25-29, 2001, Oakland, CA, USA, pp.334-
339.

[171M. J. Swain and D. H. Ballard. Color Indexing. International Journal of Computer Vision, 7(1):11-
32, 1991.

[18] M. A. Fischler, R. C. Bolles. Random Sample Consensus: A Paradigm for Model Fitting with
Applications to Image Analysis and Automated Cartography. Comm. of the ACM, Vol 24, pp 381-
395, 1981.

239



Content Based Access for a massive database of human
observation video

L. Joyeux', E. Doylet, H. Denman', A.C. Crawford!, A. Kokaram', R. Fuller?
T Dept. of Electronic & Electrical Engineering
! Dept. of Psychology
Trinity College Dublin, Ireland

Abstract

We present in this paper a CBIR system for use in a psychological study of the relationship
between human movement and Dyslexia. The system allows access to up to 500 hours
of video and is an example of a scientific user context. This user context requires 100%
accurate indexing and retrieval for a set of specific queries. This paper presents a novel
use of interactive visual and audio cues for attaining this level of indexing performance.
Furthermore, the issue of motion estimation accuracy in the presence of compression artifacts
is explored as part of the data integrity storage problem. In addition, content based motion
analysis techniques accurate enough to parse sequences on the basis of motion and objectively
evaluate that motion are investigated. The tool allows Psychologists to undertake a study
that would previously be impractical and the paper presents a number of lessons gained from
the ongoing work.

Keywords: content retrieval, tracking, video retrieval, dyslexia, human body motion

1 Introduction

Developmental dyslexia (also known as ’Specific Learning Difficulty’ or SLD) is a serious societal
problem. It affects 8% of the population - that implies 480,000 people in Ireland alone. It is
not caused by lack of intelligence, emotional disturbance, poor teaching, family difficulties or
social problems. If left untreated, a child can develop poor self-esteem and confidence and fail to
master even the basics of reading, writing and arithmetic. These children require a high level of
educational resources and have the strong potential to continue causing problems in the school
system. The cost of dyslexia to the society infrastructure as a whole is therefore enormous. There
is currently no reliable diagnosis available to identify dyslexia until the child has demonstrated
a failure to read after persistent attempts (usually at the age of 8 or 9). Remedial therapies
are based on intensive practice of basic language skills and so occupy a large amount of teacher
resources (often on a one to one basis). More often than not the child never reaches his or her
appropriate reading age. McPhillips et al. [4] presented the notion that there is a quantifiable
connection between Dyslexia and the retention of certain reflex movements. Dyslexia is now no
longer seen solely as a problem generated by a higher-order brain malfunction, but as possibly
a treatable disorder with a physiological rationale. Evidence was provided that in Dyslexics,
certain primary reflezes [3] are retained. In subsequent development, these reflexes become
integrated into postural reflexes to allow the child to progress to the next stage of movement.
But in dyslexics, early reflexes may persist. The work of McPhillips et al. also indicates that
Dyslexia can be treated by retraining the central nervous system by slowly repeating these
movements. Hence the connection between the treatment of Dyslexia and a movement therapy.
The DysVideo project at Trinity College was set up to observe the development of 400 children
aged below 6 years. Each child is observed through 3 sessions of 20 minutes, each 6 months
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Figure 1: Left: Example of exercise to trigger the ATNR primary reflex. Right: Client/Server
System Architecture.

apart. The session is composed of 14 exercises that are designed to trigger each of four primary
reflexes. For example, Fig. 1 shows the movement designed to trigger the ATNR[1, 2] primary
reflex. In this movement, the child stands with arms held out in front. The supervisor then
turns the subject’s head to each side for 5 secs. The arms may follow the head movement or
drop. The amount of movement made by the arms gives one clue about the severity of the
retained reflex. In a non-dyslexic child, the arms should not move.

The idea is to video each session and then to allow the Psychologists access to the recorded
sessions for offline subjective assessment of the degree to which each child meets or fails to meet
the required movement template. However, there are clear difficulties that can only be addressed
by content-based analysis and indexing as follows.

1. Although sessions may last 20 minutes, the actual measurable information may only be
about 5 minutes. This is because much of the time is spent making the child comfortable
and setting up each test. Furthermore, children under ten years old are not known for
good attention spans, thus intrusive behaviour may cause the session to last even longer.
Therefore, it is extremely time demanding for Psychologists to manually locate the useful
information from the massive amount of data recorded. A process is needed to index the
start and end of each session automatically.

2. The movement evaluation as is currently carried out is subjective. Furthermore, without
a video record there is no way to cross check retrospectively between different evaluators.
Indeed, direct observation requires some training and the movement instance can simply
be missed by the observer. Consequently, maintaining a database of scores and movement
sessions is essential. This implies identifying the child and each session uniquely.

3. Objective movement evaluation is required. This could be achieved by automated tracking
of the movement of the limb in question and then attempting to correlate these measure-
ments with a predetermined template motion. However, most trackers require human
initialisation. Given the huge database of material within which the usable material is
just a fraction, this is impractical. A mechanism must be found to directly index the active
portion of each experiment in order to engage an automated tracker.

Each of these problems is now addressed in turn.

2 System Architecture

Fig. 1 shows that the system architecture has a server/client structure. The server performs
the capture, indexing and analysis of video sequences, and can also be used as a browser.
The different clients browse the captured video sequences remotely. Analysis includes sequence
compression and content retrieval.
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2.1 Video streaming and compression

A DV camera with an output at a constant bit-rate of 26.4Mbit/s was used. Given that the
total video to be stored is about 500hrs; this is equivalent to about 5.8 Terabytes. To keep
storage costs low, the DV video stream is compressed using MPEG4 with a 1Mb/s bit-rate.
This setting gives comfortable viewing for the human evaluators. The compressed sequences are
stored on a disk for “video on demand”. Compressed sequences are easily stored in fast access
hard drives, e.g. 500hrs of video require 225GB, which is currently easily obtained. Sequences
are compressed in real time at the end of the day’s recording sessions. For practical (space) and
reliability reasons it is more sensible to restrict the recording sessions to one camera only and to
avoid streaming direct to disk. However, 1Mb/s bit-rate does not provide a good enough quality
for motion analysis. There are two possible solutions to this problem. (1) The DV media
should be processed immediately for motion upon capture. (2) Further attention should be
paid to the problem of compressed bit rates required for scientific video analysis. Development
of motion analysis techniques is still an active research area and it is not sensible to rely in
the future on motion estimates generated once upon capture only. Therefore it is useful to
consider the problem of choosing a bitrate which gives little effect on motion estimation, yet
yields good enough compression for long term storage. From our experience, the chosen motion
estimation process [11] operates properly above a bit-rate of 128Kb/s. Consequently, sessions
are compressed at a bit-rate of 2Mb/s, to have a good safety margin, using a MPEG2 codec.

The video from each session is streamed directly into a single file that then must be indexed
to indicate the important portion of that file. The system does not create multiple files for each
session as it is simpler to maintain a basic database. Thus, key or index files are associated with
each session video stream. The creation of the index is discussed below.

2.2 Interactive Audio Markers

The user is asked to use a handheld computer to create tones which are used to indicate the
start and end of each exercise (2 digits), as well as the ChildID (6 digits) etc. DTMF tones
(Dual Tone Multi Frequency), were used because they are better differentiated from speech and
they code 10 digits and two symbols # and *. The symbols are used to mark the exercise end or
an error, respectively. In the first recorded sessions, the DTMF sound was played, near to the
camcorder. Unfortunately, classification was hampered by noise such as laughter. Nevertheless,
the detection was successful in more than 95% of the cases. To achieve 100% accuracy, the DTMF
and room audio was recorded on separate channels of the stereo sound camcorder system, thus
the detection becomes trivial and 100% accurate. The detection requires the discrimination
of two frequencies simultaneously (row/low and column/high) [7]. and consists of 3 steps: 1)
measure and threshold of the energy on all DTMF frequencies, 2) identify the key pressed 3)
group a set of keys to get the exercise number, the child ID or symbols # and *.

2.3 Browser

The browser allows access to a particular exercise for a given session and child as well as scoring
and comparison with other similar sequences. It uses MPEG4 compressed video sequences
(1Mbit/sec) and a database (the indexing or key file), which contains time codes to allow random
access to particular sessions. The GUI is shown on Fig. 2. It allows the user to watch three
different exercises; a window is split horizontally or vertically, when an exercise is added (right-
top bottom). Three sliders are used to navigate throughout the exercise, allowing the user
to repeatably view the important sections of the session. On the right part of the window, a
tree displays information on all exercises taken by a particular child in addition to current user
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Figure 2: Browser interface. The user can browse and score up to 3 exercises simultaneously.

scores. Other user scores can be displayed depending on access rights. The browser also allows
computations to derive score statistics across individuals.

3 Content based analysis

The key file allows the indexing of the start and end of each exercise, but there may be some
time between the experimenter inputting audio tones and the actual starting of the movement
experiment. In order to attempt to develop automated motion analysis assessment and explore
how well this correlates with the subjective assessment of the psychologists, a mechanism must
be found to identify exactly when the exercise actions begin. Efforts are currently concentrated
on the ATNR (Asymmetrical Tonic Neck Reflex) exercises. The idea is to use skin detection to
locate limbs, and then to use the rough flesh information in two ways. Tracking of the centre
of gravity (CoG) of the region in the whole frame allows the start of each action to be indexed.
Then, closer body localisation can be carried out again using the flesh detector. This time the
temporal indicators from the CoG analysis can be used to instantiate a tracker for the relevant
limb.

3.1 Skin tone detection

Skin detection is a common technique used, e.g., in face recognition [5, 6]. The idea is to associate
pixels containing skin with a particular colour distribution that is empirically built from observed
images. The best detection quality was obtained using the skin detector described in [9]: a pixel
is flagged if “(R > 95) and(G > 80) and(B > 40) and(R > G) and(R > B) and(R — min(G, B) >
10)and(R — G > 15)”. This detector avoids selection of pure red or gray pixels. Just before
applying this detector, a global colour adjustment is performed to compensate the global colour
variations (for unknown reasons, the image becomes randomly blue). Using the carpet colour as
the reference colour is the carpet, we simply subtract the colour reference to the colour estimated.
A typical result is shown in Fig. 3. In practice all exposed limbs are detected except in instances
where the limb colour is changed due to lighting and shadow. Few false alarms also occur in the
presence of rich reds. This problem is resolved simply by recommending that subjects do not
wear red clothing. The detector works in at least 95% of the cases on 100 sequences of 90s.

4 Analysis of ATNR (Schilder test) exercise

This exercise is described in Fig. 1. The aim of the analysis is to track hand positions over the
sequence. The analysis is challenging because of many degrees of freedom of arms and hands
and unreliable framing of the child in the field of view. Moreover, children do not co-operate
actively with the exercise and this implies that less than 50% of the sequences correctly match
the exercise template.
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Figure 3: Left: Original with a red indicator showing result of hand detection and an estimated
motion track in blue, Right: Result of skin detection and horizontal and vertical projections
showing body localisation.

4.1 Hand localisation

To build a rough localisation of hands we exploit the starting conditions of the ATNR experiment:
hands down, arms up to shoulders and straight forward (e.g. image Fig. 3). Detected areas of
skin can then be associated with limbs. Because both arms are detected, a vertical projection
of the skin detection image gives the body range along the X axis. Using this narrowed range,
a horizontal projection gives the bottom position of the hands with the search constrained in
the top half of the image. Fig. 3 shows both projections: we see immediately that it is easy to
locate body boundaries.

Once the top part of the body is localised, hands are associated with the lowest parts of
that skin/body mass, with small objects removed using an erosion operator with a mask size of
10 x 10. All possible point pairs p; and p,., for left and right hands respectively, are considered.
The pair that maximises p;(y) + pr(y) is chosen as the hand detected positions.

We tested the hand localisation on two sequences of duration 1.5 mins which is the total
extent of each exercise. During the exercise, there are only a few seconds in which the hands are
detectable in the expected pose. The hand position is working in 80% of the cases (both hands
are correctly localised).

4.2 Analysis

The localisation feature presented above can then be exploited in two ways to provide the
Psychologists with a possible objective measure of motion. First of all, there is a need to locate
efficiently in time the start and end of each exercise instance. Having done this, hand detection
can then be used to initialise a tracker [8] or optic flow field estimation can be used to generate
some index of fit to an expected template optic flow field. This paper does not present any
results of motion measurement as the study is still in an initial phase. However, the body and
hand localisation feature are important features for content access when coupled with simple
motion information.

Again exploiting the user context, the ATNR exercise begins with the experimenter’s hands
moving between head and arms as this is a training period for the child subject. Thus vertical
movement is an indicator of the specific start point of this exercise. A simple feature to index

244



L. Joyeux et al

vertical position of barycenter

i

L L ' L L L El - L L L L L L
400 600 800 1000 1200 1400 400 600 800 1000 1200 1400
frame numl ber frame number

¥ mean displacement

Figure 4: Mean vertical motion of limbs (on the left) and vertical position of the center of gravity
(on the right)

this information therefore is the centre of gravity of all the skin detected in a particular frame.
This is in fact related to a geometric moment, a feature we have exploited successfully in the
past for sport events [8]. A track of the vertical displacement of this Frame-CoG is shown on
the right in Fig. 4. Explicit hand tracking can also yield similar information. Experiments were
carried out using a primitive tracker. A hand reference point is assigned which is expected to be
at the centre of the palm. Optic flow components within a disc of radius 12 pixels around this
reference point are then averaged to estimate the motion into the next frame. In the next frame
the point is corrected to be at one half disk radius away from the bottom detected hand portion.
Furthermore, to avoid lateral drift, the horizontal position of the reference point is corrected to
be at the centre of gravity of the detected hand portion within the disk radius. This correction
is at most 3 pixels in practice and hence problems do not arise with the hand portion moving
outside the disk radius. A track of the hand over 100 frames is shown superimposed in Fig. 3.
Both these features show points of action indexed by large positive motion followed by large
negative motion as expected. They do not agree entirely however, since hand tracking is explicit
while Frame-CoG is implicit. In practice, we find that using the Frame-CoG feature the start
of 90% of ATNR exercises is successfully located, while yielding 25% false alarm rate. The
false alarm rate is high due to the crude feature extraction step. Nevertheless, given a manual
initialisation, hand tracking is accurate and over 3 minutes (the full extent of the exercise for
two realisations) (as stated in the previous section) there is no loss of lock.

5 Analysis of ATNR (ayres test) exercise

In this exercise, the child is on all fours, head turned to the camera. The supervisor, seated on
one side of the child, turns the head of the child left and right for 5s (see Fig. 5). This movement
may trigger a tremor or a bend of the arms. The goal is to measure the angle of the forearm as
well as the angle variation and speed for each arm. We have to detect the individual realisation
of the exercise since the movement is repeated several times (eyes open and then closed), without
inserting marks. The following process is illustrated in Fig. 5. As in the previous exercise, we
apply first the skin detector to select both arms. This selects arms, hair and supervisor hands.
Then a bounding box containing both arms is estimated to localise further processing. The
bounding box is estimated in two steps. First, a vertical projection gives the vertical position of
arms, we search for the two extrema that correspond to individual arms since they are oriented
vertically. Second, using the previous vertical boundaries, a horizontal projection is performed.
When this projection is scanned from the bottom to the top, this indicates a direction from
fingers to upper arms. The maximum of this curve corresponds to hand location since the width
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of the hand is larger than that of the arm in the view. The vertical extent of the bounding box is
taken as three times the hand height. This is a weak hypothesis but valid since since body ratio
is relatively constant. The accuracy of the bounding box is 80% on 30 sequences of 90s. The
next step is to estimate the angle of arms and detect each exercise realisation. To do this we
fit a line using Andrew’s sine robust estimator [10] with sine width set to estimated arm width.
This estimator gives a better line fitting than Hough transform or least squares because the arm
is not a straight line (due to geometric projection) and because legs and arms are articulated
and may merge as a single region. The minimisation implementation is performed using the
bisector method by limiting the angle search to [—7/8,7/8] and origin to [—wp,, wy] where wy, is
the hand width. Line fitting is performed for both arms with the origin set at the corresponding
hand location position estimated during the bounding box step.
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Figure 5: Left: ATNR ayres exercise. Skin detected pixels are in red. The green curves represent
the vertical (on the bottom) and horizontal (on the left) projections. Right: result of angle and
abscissa estimations for both hands.

In Fig. 5 is shown the result of the estimation. The two lower curves represent the angle
and the two upper curves are the horizontal position (normalised to fit in the plot) of both
hands. From position curves, we can distinguish the actual conduction of the experiment from
the preparation stages. The horizontal hand position has to be constant during experimentation
since hands are fixed on the ground. Any variations, during a period of few seconds, indicates
preparation of the child and not actual conduction of the experiment. Discrimination between
preparation and realisation is therefore performed by fixed threshold on the movement curves
(called mc(t)) : realisation is when |median(mec(t), 10) — me(t)| < 3.5 where median(z,y) is the
median on x on a window of length y. From the angle curves are extracted the mean, ., and
standard deviation, o, (preparation stage intervals are ignored). Speed is parameterised with
mean, /i, and standard deviation, 0./, on the absolute value of the derivative of the angle
(the angle is filtered to reduce the noise by median filter over 20 images). These features are
used for motion assessment and are currently under investigation. The method presented in
this section has being ran successfully for 80% of the cases for a set of 30 sequences of 90s each.
Failing cases, mainly related to line estimation, are due to bad framing (the child does not fit
the image), objects overlapping arms.

6 Final Comments

This paper has presented a new tool for Psychologists that exploits content retrieval technol-
ogy in research in motor reflexes in Dyslexia. The system allows video on demand as well as
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automated indexing and video analysis. As the final users are psychologists and not computer
specialists, simplicity and robustness are paramount. The work has highlighted some interesting
implications for massive databases for scientific use. First of all, storage requirements may not
enable the best quality material to be stored. This limits the quality of scientific analysis of
the picture material. Having two streams of data with two levels of compression appears to be
the best compromise. We have presented new results exploring what the breakdown level is for
motion accuracy applied to compressed sequences. Secondly, by exploiting the user context, the
system is able to deploy 100% reliable indexing. This is imperative for use in scientific investiga-
tion. The use of interactive audio cues is novel and allows 100% reliability to be achieved. New
features that yield position information for identifying the start of stylistic movement have also
been presented. In this user context, explicit tracking with automated initialisation is possible
and this yields powerful information for indexing. Finally, it is noteworthy that this project has
the potential to have a major impact on human observational studies. This project allows for
a deep level of data access without the need for 3D observation, by exploiting the user context.
Our current work focuses on quantitative evaluation of motion characteristics in dyslexic chil-
dren. Video sequences showing indexing and parsing output as well as the browser interface are
shown at www.mee.tced.ie/~sigmedia/dysvideo.
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Abstract

This paper describes a system for monitoring blackjack play based on the video feed
from a single low resolution overhead camera system. The system successfully
monitors play in limited tests. Given the resolution of the imagery new techniques for
extracting and identifying the cards were required and are presented in this paper.

Keywords: Image processing, Calibration, Playing Card location and recognition.

1 Introduction

1.1 Background

Surveillance costs in casinos are significant and most game tables are monitored by many cameras,
which, in general, are continually observed by security personnel. For example the Greektown
Casino in Detroit has over 1100 cameras which are monitored by trained security staff on a wall of
colour video monitors. There are products which attempt to automate some of this monitoring
activity, such as the MP21 system [1].

The MP21 system provides a complete table (rather than working with existing tables)
incorporating a magnetic card stripe reader, optical reading and accounting for all chips in the
dealers chip tray, optical imaging system for reading cards as they leave the card shoe and optical
monitoring of the position of every card and chip on the table. The system requires the use of
special cards using patented WinMark™ technology.

Although these commercial systems exist there appears to be a serious lack of published
work in the areas of card recognition and automated surveillance of card games. A search of
computer vision papers was unable to locate any published work in either field.

1.2 Overview
This paper presents a system we have developed specifically for monitoring blackjack from a
single relatively low resolution overhead camera. The problem was addressed in a series of stages
which are detailed in the paper.
1. The video image of the table was rectified so that the view appeared as though it were
from directly overhead. The important parts of the table (the bet squares and chip trays)
were also automatically identified (See Section 2).
2. The cards are located as they are placed on the table (See Section 3).
3. The cards are recognized based on the picture or the number of dots (See Section 4).
One major advantage of the system described in this paper over existing commercial
alternatives is the fact that it will be extremely low cost as the system work with the existing table
(and security cameras).
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2 Calibration

2.1 Geometric Correction of the table image

A geometric correction was required so that the image of the table to be used for processing
appeared with the chip tray aligned with the horizontal image axis as though the image were taken
from directly above the table. See Figure 1.

(a) (b) (c)
Figure 1. Image of a blackjack table taken from an overhead camera (a), with the calibration
square (b) and geometrically corrected for processing (c). In normal casino situations it is usual for
a surveillance camera to be virtually directly overhead lessening the need for this correction.

2.2 Identification of the important table components

From the perspective of monitoring the game, the chip tray and the bet squares (See Figure 2(a))
are the most important features on the table. These are located automatically as follows. All
colours except the cloth colour (See Figure 2(b)) were filtered out. An opening is then applied (to a
binary version of the resultant image) in order to ensure a continuous border around the bet
squares. The chip tray is easily identified as it is appears a large hole in the cloth colour which has
a very high value for rectangularity as defined in [2]. The bet squares are located by performing a
statistical analysis of the areas of cloth colour which are completely encircled within markings on
the tables (See Figure 2(c)). Values for area, width, height, rectangularity and elongatedness (as
defined in [2]) are computed, and the bet squares are identified simply through similarity. The
successfully located chip tray and bet squares are shown in Figure 2(d).

249



250

Wesley Cooper et al.

(©) (d)
Figure 2. The chip tray and bet squares are shown (a), the cloth image after the opening operation (b), the
regions of cloth colour which are completely encircled by markings on the table

R} Card Location

Having established the positions of the bet squares and the chip tray on the table, it is possible to
identify regions of the image which can be associated with particular players or the croupier (See
Figure 3). Each of these regions is monitored in order to locate stable frames (i.e. those in which
there is no motion, such as a hand being present). These frames are then analyzed to determine any
changes from the previous stable frame for that region.

: \

Croupier

;1|.!|.|||”|.|ll by, \

Figure 3. The areas which are associated with each player and with the croupier/dealer. Note that the
positions in which cards are placed by the croupier are well defined with respect to the bet squares (for the
players) and with respect to the chip tray (for the croupier).
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In a typical hand a number of events occur. Firstly the players place some chips on the edge
of their bet squares. Once placed the system should be able to detect a new stable image (See
Figure 4(a)) for each player region which is used as the background image when locating cards.
Then, once all players have placed their chips, the croupier begins to deal cards and as each card is
placed yet another stable image is determined for each region (e.g. See Figure 4(d)). Each new
stable image is analyzed to see if any new cards are present. This is done by taking a difference
between the latest stable image and the background image, thresholding the result (See Figure
4(c)), performing a closing followed by an opening (See Figure 4(d)) and finally locating all of the
cards present. It should be born in mind that the placement of a new card can result in some minor
movement of the previously placed cards and hence all cards are located during this processing
(rather than just the most recently placed card).

(a) (c) (d)
Figure 4. Cards and chips placed relative to the bet square of one player (a), a background image prior to the
cards being placed on the table (b), a thresholded version of the difference between these images (c), and the
result of applying a closing followed by an opening to the thresholded image.

Locating the individual cards is done by analyzing the outline of the binary region
determined previously. This outline is determined using a Roberts cross operators and stored as a
boundary chain code. A central axis line is determined (See Figure 5 (a)) between the top left-most
corner of the first card in a set and the bottom right-most corner of the last card in a set. These
points are the two edge points in the boundary chain code which are furthest apart (due to the way
in which cards are placed in Blackjack). Local maxima and minima are then determined relative to
the central axis line and from these the coordinates of the final can be calculated (one corner of the
card is the bottom right-most corner, two of the other corners are the nearest local maxima, and the
final corner can be calculated by intersecting the lines formed by those two local maxima and the
next two local minima.

Cardset \
7<_‘ Central axis line

Furthest
points

Local Maximum

Local Minimum

(a) (b)
Figure 5. The outline of three cards showing the central axis line between the furthest points (in pink), the
local maxima (in red), and the local minima (in blue) (a), and an example of these points extracted from a
sample card outline of two cards (b).
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4  Card Recognition

Once the corners of the last card played are known, they are used to generate the co-efficient values
needed to normalize the image of the card (so that the long side of the card is aligned to the vertical
axis, and the short side is aligned with the horizontal axis (See Figure 6(a) and (b)).
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Figure 6. Cards in play. The four corners of the last card played are highlighted (a), the card is shown (b), an
image with multiple thresholds (c), the selected threshold (d), a picture card (e) and finally the thresholded
picture card (f).

4.1 Adaptive Thresholding

The images of the cards shown in Figure 6 (b) and (e) are typical of the resolution with which the
system worked. In blackjack the suit of a card is unimportant and hence the system needs only to
be able to distinguish the various number cards (1-10), and the picture cards (Jack, Queen, and
King all have value 10).

In order to distinguish the various number cards the dots on the card had to be counted. This
was done by first applying adaptive thresholding where a number of thresholds are applied to the
image (See Figure 6(c)), each of these is processed using connected components analysis to
determine the number of possible dof regions and the threshold with the largest number of possible
dots is selected.

There is one exception to this: If any of the thresholded images has a region which is more
than a third of the size of the card then the card is immediately classified as a picture card.

4.2 Identifying Number Cards

The orientation of the card is generally not perfect so a little flexibility is needed when attempting
value of the card must be derived from the dots on its surface. All cards other than aces have
multiple dots which are aligned vertically (See Figure 7 for examples). The orientation of the line
between each possible pair of dots is determined and if that orientation is close to vertical, the
relationship is noted for further processing. A number of sets of these dots may be determined (See

Figure 7 (b)-(e)).

(a) (b (c) (d) (e ®
Figure 7. The dots and vertical sets found for an ace (a), a three (b), a five (c), an eight (d), a ten (¢) and a
picture card (f).

If no sets are found but there is a single dot, which is located in the centre of the card, the
card is recognized as an ace (See Figure 7(a)). If one set of dots is found the dots are evaluated to
see if they are positioned in a manner consistent with a card of value two or three. If no set exists
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but there are multiple (four or more) dots the lack of structure of the dots implies the card is a
picture card, and has a value of ten (See Figure 7(f)).

In the case of multiple sets of vertical dots, the two largest sets are considered first. The first
two dots from each of these sets (See Figure 8(a)) are evaluated to ensure that they approximately
form a square (See Figure 8(b)). If they do then the centre of the square is checked to see if there is
another dot present (See Figure 8(c)). This process is repeated with each adjacent pair of dots from
the two largest sets (See Figure 8(d)).

)
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(a) (b) () (d)
Figure 8. The four dots considered first (from the two largest vertical sets) (a) form a square (b) in the centre
of which is another dot (c). Finally the next set of four dots to be considered are shown (d).

If cards cannot be recognized by one of the above rules then either some of the dots must be
discarded (e.g. by using a different threshold) or else the card cannot be identified.

5 Results & Conclusions

To date the system has been successfully tested on two pre-recorded video sequences:
1. A sequence containing four hands of play for one player (1 minute, 3 seconds in length,
resolution of 360x288pixels and a frame rate of 8 frames per second).
2. A sequence containing three hands of play two one player (1 minute, 35 seconds in length,
resolution of 360x288pixels and a frame rate of 8 frames per second).
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Figure 9. Sample screen shot from the system at the end of a hand of play. On the left hand side the full
view of the table is shown along with outlines of card regions are shown for the two players and the
dealer/croupier along with an image of the last card processed for each player. On the right hand side the
cards registered for each player and the dealer are listed and statistics for each player and the dealer are
given.
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The system (when run under Windows on a 2.4GHz processor) executed in real-time on the
sequences tested. This is despite a substantial processing overhead due to its implementation
within a prototyping environment which was not developed as a time-critical application (for
example every stage in the processing results in a rendering overhead).

To develop the system further there are many other aspects of blackjack which will need to
be supported such as “doubling down”, “splitting pairs”, “insurance”, and the monitoring of chips
and their values. However, based on our results we believe that real time monitoring of blackjack
from a single low-resolution overhead camera is feasible.
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Abstract

Debris flows can be highly destructive: they can denude vegetation, clog drainage ways, damage
structures, and endanger humans. In some real world cases debris flow can be triggered by phenom-
ena that are very close to a dam break and, up to now, it was not known how far clear-water models
could be applied to debris and granular flows. An experimental set-up has been created to validate
and tune a mathematical model of dam break flows: the collection of experimental data requires
high-speed video acquisition and automatic processing of recorded sequences. This work presents
the complete system that has been integrated and developed, using only off-the-shelf parts and opens
source software, the processing steps necessary to extract flow profiles from lateral flume views, and
a comparison between experimental and simulated data.

Keywords: High-speed video acquisition, Sequence analysis, Debris flow, Connected filtering

1 Introduction

The large attention paid by the scientific community to the understanding of debris flows comes from
the high destructive power that such flows have exhibited in many dreadful occasions: debris flows can
exert great impulsive loads on objects they encounter and are fluid enough to travel long distances or to
inundate vast areas, they can exceed 109m3 in volume and release more than 10'6.J of potential energy;
even commonplace flows of about 103>m?3 can denude vegetation, clog drainage ways, damage structures,
and endanger humans [14].

In some real world cases debris flow can be triggered by phenomena that are very close to a dam
break. Water flows generated by a dam break have been widely studied and mathematical models for
water dam-break waves are available on many textbooks [13]. Compared to water dam-break waves,
debris flow waves display a wider variability; moreover, up to now, it was not known how far clear-
water models could be applied to debris and granular flows and, from an engineering point of view, if
the common practice to predict dam break peak discharge with the classical water formulas can lead to
acceptable results when applied to granular flows.

As is the case for other mathematical models, the validation of debris-flow models relies on the ability
of measuring crucial quantities in laboratory or in other monitored experiments. A key source for experi-
ment observation and data collection is video acquisition because it is non-intrusive and is able to supply
the measurements of many physical quantities from a single experiment execution.

It should be noted, however, that, if inter-frame information is used to derive such quantities, the pixel
size and the frame rate are not independent variables, because the displacements inside images depends

*This work was partially granted by Italian Ministry of Instruction, University and Research under contract PRIN 2003
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both on the speed of objects and on the zooming factor. When a high spatial resolution is required
the maximum speeds that can be handled using standard 25 fps cameras limit severely the range of
examinable phenomena, making those cameras almost totally useless.

In the laboratory equipment that has been set up to study dam-break-arisen debris flows, all the ex-
periments are carried out in rectangular flumes placed at different degrees of inclination. Debris flows
are triggered by the quick opening of a gate, allowing the material accumulated on one side of the gate
to free flow to the other side. Different runs are made using simple water, a mixture of water and fine
gravel, and dry granular media.

All the experiments require a high-speed recording with shots taken from a lateral point of view to be
able to perform computation on the profile and other flow measurements. Even tough high-speed video-
capture systems exist from some time now, they are characterized by really high costs of the hardware
and software parts used to set-up the system. Our main aim was to build a system with the following
characteristics:

e itis a complete system supplying all the stages from acquisition to data analysis and it is based on
open source software;

e it provides researchers with recordings at high frame rates;

e cven though the frame rates are remarkably higher than usual analog cameras the system has
comparable costs so that a single laboratory may afford several of them.

In the following sections, after an overview of the programming programming environment and of
the video acquisition sub-system, the processing of debris flows is presented. A comparison between
experimental and simulated data concludes the paper.

2 The processing environment

Pacco is an extension of TCL, a general purpose command language, and its graphical toolkit Tk [5]. Its
design is characterized by a two-language approach to object-oriented programming where flexible data-
structuring and run-time extensibility let the programmer easily code both highly interactive programs
and batch processing scripts.

2.1 Data Structuring and Processing

A major innovation of Pacco deals with the scalability of data structures. Instead of hiding whole data
structures within the low level side (the C-language functions), the design of Pacco tries to bridge, from
the data-structuring point of view, the TCL side and the C side by reckoning the existence of micro-
structures and macro-structures and by favouring the use of composition of micro-structures at the TCL
level. For instance, an image micro-structure is the two-dimensional array of its pixels, while a macro-
structure of images may be a temporal sequence of frames or a multi-band image or an image with
its iconic attributes (edges, regions,...). It is worth noting that all the macro-structures are ordered
collections of the basic, single banded, image.

Pacco introduces the concept of container (or composite) object that means an object that stores other
public objects, i.e. objects that are accessible from the TCL interpreter. These contained objects are
named components. Each main container is named box and stores a number of components which may
be data objects (both simple or composite) or other container components (Cboxes), thus allowing the
creation of component trees. This macro-structure can be used to fold together heterogeneous data-
clusters and to carry additional hints about existing relationships within the data.

Boxes may be private resources of the process, temporary or distributable. Private boxes are also
dynamic: they can change, to a certain degree, their structure. In this way it is possible to handle highly
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dynamic structures without too much degradation or to embed within a single box or Cbox different
types of representation of the same data-cluster as soon as they become available (e.g. to keep a logical
unity of items derived from a single source).

Actions are C-language or Tcl procedures which access data and produce results, either by modifying
the invoking object or by returning a result-string to the Tcl interpreter.

Data-driven applications can be easily coded thanks to the bind action. This kernel service allows the
Tcl programmer to add a list of commands to be executed whenever the data of a component change.

2.2 Available Classes And Widgets

The current distribution supports eight (non-kernel) classes: numerical vectors, point arrays, strings,
templates (used to store invariant convolution kernels[15] and morphological structuring-elements[11]),
and four types of images (single-banded, colour, complex rectangular and complex polar).

A graphic library extends Tk, the tcl-based X11[10] toolkit, with a set of new widgets and canvas
items that can be linked directly to Pacco components. A number of utility procedure further enhance
the environment with a polymorphic display command, region of interest handling, colormap animation
support, and so on. Bindings allow the automatic update of visualized components.

2.3 Cooperative Development

Another service of the kernel is the loading of unknown classes and actions on demand; this means that
each user can freely develop new extensions, without modifying the kernel of Pacco itself. In other
words, any programmer can define new classes or write new C-language actions without interfering with
the main sources. Thus there is no need to keep several copies of the base sources floating around or
to trouble with concurrent patches. All and any new feature can be tested independently from other
features, and can be installed in the main source tree at any time or kept as a separate library for ever.

3 The video acquisition sub-system

The video sub-system is designed to maximize the price/performance ratio. It is based on a standard
GNU/linux compatible PC and it uses only off-the-shelf parts (boards and cameras) and open source
software.

The heart of the system is a high-speed progressive camera with digital interface. It is capable of
a sustained rate of 36 million pixels per second that may be arranged into different frame-rates (up to
350 fps). This camera is the most expensive piece of the whole sub-system and the one that had to give
the best price/performance ratio, it is easily interfaced to a wide series of digital frame grabbers, and
it has valuable features as far as image processing is concerned (square pixels, full-frame shutter, and
progressive transfers).

The camera is connected to the PC via a digital frame-grabber: a board that handles the transfer of
frames from the camera to the computer. Any board may be used as long as it meets the following two
requirements: it is capable of operating as bus-master for DMA (direct memory access) transfers and it
has an open-source driver, which has to be modified according to the guidelines exposed hereafter.

In order to reduce costs, acquired sequences are not recorded directly to disk; they are stored in RAM
at first and only when the grabbing is completed they are transferred to disk. This approach is mandatory
because designing a direct-to-disk system capable of storing 36MB/s is possible, but surely it is not cheap
at all; on the other hand memory can easily sustain the necessary throughput, is inexpensive and, given
current PC specs, can hold more seconds than each sequence lasts on average.
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3.1 One-shot grabbing

The storage of a full sequence inside the computer memory is achieved by modifying the device driver[7]
of the digital frame-grabber, i.e. the module that takes care of handling the frame-grabber on behalf of
the operating system. Like every driver, it works at the lowest levels hardware-wise therefore it gets
special access to hardware resources and special handling by the operating system scheduler (e.g. it
has its interrupt handling routines served in real-time). Modern frame grabbers, in particular, transfer
data using direct memory access, DMA for short; therefore the only processing takes place whenever
a DMA block transfer is completed. This may be used to grant that the actual processing spent in the
interrupt-service routines is minimal, that the data flow between the grabber and the main memory can
be accurately controlled and that the time stamps marking the acquisition time of each frame are reliable.

What we did is to make sure that all the frames of a sequence could be saved in memory by building a
large enough DMA buffer: during the acquisition of a sequence data is transferred by the board directly
into RAM memory while the only processing required is to keep track of the amount of data transferred
so that the time-stamp of each frame can be computed exactly.

It is important to notice that device drivers must deal with mechanisms and not policies, as they
ignore who is using them (just like objects in OOP) — they must supply models of usage and should
not limit how they are used. Hence a new mechanism, a new model of use, had to be defined: beside
the single frame acquisition and the continuous frame acquisition (with buffer reuse), we added one-shot
acquisition. One-shot acquisition works by allocating a really huge buffer, using most of the physical
RAM, and by avoiding buffer re-use: it always starts at the first frame within the buffer and it stops
automatically as soon as the last frame that fits in the allocated memory has been grabbed. One-shot
acquisition gives a continuous sequence of frames starting from a user-defined time and stopping after a
pre-selected number of frames.

Once the sequence is grabbed, its frames are available using either memory mapping or plain reads
and may be easily saved into files. Owing to its size and its complex structuring, it is not completely
painless processing the acquired data. The most straightforward way to bridge the sequence file into a
processing environment is by means of memory mapping because the benefits of this solution are many
fold: all the sequence frames are available at once, the task of managing the transfers of sequence data
between disk and memory is handled efficiently by the operating system, the developed tools become
truly independent from the type and length of acquisition.

The PACCO processing environment, being designed to supply flexible data-structuring and easy
access to foreign data, makes the sequences accessible thanks to an extension module, loaded on-demand,
that maps sequence frames as image objects and whole sequences as custom-build boxes, leaving the
programmer free from the acquisition details as said before.

4 Automatic computation of flow profiles

A number of experiments was performed and recorded. In the following discussion special attention will
be given to two sets of them as depicted in figures land 2. One set of runs used a mixture of water and
fine gravel: the grain size is almost constant and its mean diameter value is 5mm; the grain density is
ps = 2610kg/m?, concentration at rest is ¢* = 0.59, while the static friction angle was experimentally
estimated as ¢ = 33°. The other set of experiments was made using dry PET cylinders: the grain size
is 2.5mm, the grain density is ps = 1285kg/m3, and the thickness of the granular material at rest is
145mm.

The two sets of sequences show a different degree of difficulty as far as the determination of the flow
profile is concerned: typically, the simple application of the Canny edge detector [1] to the dry cylinder
sequences is able to highlight the sought-after profile. The water-sediment sequences, on the other hand,
required a pre-processing step. In fact, even though the sediment solution appears markedly darker than
the background a simple threshold operation is not able to segment correctly the foreground and the
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Figure 1: A frame of a dry flow experiment and its resulting edges

direct application of edge detectors does not result in a single, continuous and reliable profile.

4.1 Filters by reconstruction

Like any other filtering stage, the goal of our pre-processing is to smooth and eliminate spurious detail
that exists in input images. In this case, spurious means anything that prevents the correct evaluation of
the flow profile. While adaptive smoothing [8] provides an attractive multi-resolution scheme to filter
input signals by implementing an anisotropic diffusion process [6], it is also true that the convergence
of adaptive smoothing is only asymptotic and, when applied to simplify two-dimensional signals such
as images, results are less satisfactory because of the unequal strength of image edges (which, indeed, is
the motivation that lead us to the filtering stage).

Mathematical morphology, on the other hand, provides a family of filters that preserve the significant
edges of an input image, similarly in some sense to adaptive smoothing. Those morphological filters,
called filters by reconstruction [9], have the property of simplifying image contents while preserving
contours. Filters by reconstructions collect openings by reconstruction and closings by reconstruction
and work on connected components

In particular we define opening by reconstruction any operation that is the composition of any pixel-
removing operation composed with a connected opening (which actually reconstructs any connected
component that has not been completely removed); on the other hand closing by reconstruction is the
dual operation in that it is the composition of a pixel-adding operation composed with a connected closing
(which completely removes any component which is not entirely preserved). Connected openings and
connected closings are also known under the names of geodesic dilations and geodesic erosions [3]
or propagations [2] depending on the different points of view they were first introduced. Filters by
reconstruction for grey-scale images are computed by stacking (i.e. adding) the result of their binary
counterparts applied to each of the (grey-scale) image cross sections [12].

Aiming at preserving the integrity of the profile geometry, especially in the first frames of the se-
quences when we have the evolution of the debris-flow front, area filters were chosen among the filters
by reconstruction because of their shape-preserving ability; at the same time these filters reduce variation
among pixel values, which again plays favourably in limiting the bad effects textures may cause. Area
filters belong to the class of filters by reconstruction; in particular area openings and area closings use a
size criterion for the pixel-removing or pixel-adding operations: any component whose size is less then
the required amount is removed.
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Figure 2: A frame of a mixture flow experiment and its resulting edges

Figure 3: The resulting edges after the pre-processing steps

4.2 The full pre-processing pipeline

The very first steps in the proposed per-processing are the computation of brightness normalization and
difference from a reference frame so that the static content of sequence frames is minimized and the
effect of uneven illumination and of artefacts on the flume walls is made negligible.

The second pre-processing step is the application of area filtering. A sequence of increasing sizes
are used to regularize the main image regions. The result is a quite homogeneous image that has not
modified the border between foreground and background.

The final pre-processing step takes into account the gradient of decreasing luminosity when moving
from right to left; this gradient can be removed by computing a normalization factor vertical line by
vertical line (i.e. based on the maximum value within each vertical line of the image). The normalization
factor is, however, limited to a factor of 1.5 in order to prevent a counterproductive amplification of
noise in the darkest part of the image. The main benefit of this normalization is possibility of extracting
the profile border without imposing any a-priori regularity and leaving the opportunity to choose the
regularization function to the post-processing of border coordinates.

Figure 3 shows the final edges after all the pre-processing steps. The differences in magnitude among
the main profile and the other edges make the profile selection really straightforward.
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Figure 4: Comparison between a simulated flow and the flow profile extracted from the experiment
recordings

S Comparison between experimental data and numerical simulation

The numerical model was developed on the assumption that the rheology can be reproduced according
to the Mohr-Coulomb yield criterion and is based on Smoothed Particles Hydrodynamics method [4]
Preliminary results show a good agreement. Figure 4 displays the comparison between experimental and
computed flow.

Flow discharges were evaluated by means of numerical integration of the extracted experimental pro-
files; they were computed using the mathematical model as well. The comparison between experimental
and simulated ones is shown in figure 5. Even though there is slight shift in time, both observed and
computed flow discharges exhibit the same peak at about g, = 3100ml/s, which is markedly less than
the theoretical value (¢, = 5120ml/s) coming from the classical dam break formulas developed for
clear water [13].

6 Conclusions

A complete system for the handling of debris flows experiments was presented. The system provides
high-speed video acquisition and sequence processing; it is low cost and open-source based. The system
is being used to model debris flows arising from dam breaks and the preliminary results show good
agreement between experimental and simulated data.
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