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Welcome Note from the Chair

On behalf of the Organizing Committees, we warmly welcome you to the 25" Irish Machine Vision and Image Pro-
cessing Conference (IMVIP) held this year in Galway in the West of Ireland. It’s our honor to celebrate this milestone
event, which not only marks a quarter-century of contributions to research and societal impact but also provides a
platform to discuss future advancements. The main event starts with a keynote from the CTO of Xperi Corporation,
focusing on state-of-the-art developments in Driver Monitoring Systems and Next-Generation Perceptual Al

In addition to our rich main program featuring eight themed sessions and over 20 poster presentations, this year’s
anniversary edition includes an extra day dedicated to Special Sessions and Training activities. These will explore
cutting-edge topics like Data Generation and Augmentation, Deep Learning in Medical Image Processing, and Immer-
sive Technologies for Health & User Experience. We’ll cap off this additional day with a session discussing the impact
of recent Data Privacy laws on Machine Vision, rounded out by an expert panel focused on Machine Vision Privacy
Challenges.

To put a conference of this magnitude together is not a small task. To that end, we want to thank Professors Sonya
Coleman and Richard Gault for providing their wisdom and guidance from their work on IMVIP 2022; Dr. Muhammad
Ali Farooq (Program Chair) for his tireless efforts in organising the review process and all sessions and tracks; Dr.
Hossein Javidnia (Publicity Chair) for his many contributions including support in setting up the registration process;
Dr. Mariam Yiwere (Conference Website and Registrations); Dr. Claudia Costache (Finance Chair, Local Organisation
& Logistics). We thank all members of the program committee for their work and contributions during the peer review
process. In addition, we would like to offer special thanks to Xperi corporation and ADAPT research centre for
their generous financial support and to the Schools of Computer Science and Engineering at University of Galway
for supporting our extra day of Training and Special Sessions. Lastly, we would like to thank all of the conference
participants for their contributions which are the foundation of this conference.

Prof. Peter Corcoran
Univerity of Galway, Ireland
August 2023
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Keynote Speakers

Dr. Petronel Bigioi
CTO, XPERI

Petronel Bigioi serves as chief technology officer. Based in Ireland, he
is responsible for leading the engineering team focused on developing
image processing and audio solutions for the home, automotive and
mobile markets. Petronel has more than 250 granted and published
U.S. and international patents to date. He is an Institute of Electrical
and Electronics Engineer fellow with more than 20 years of experience
in the digital still camera and mobile phone industries, working in both
signal processing and connectivity. His work has been recognized by
the Romanian Academy of Science’s Gheorghe Cartianu Award.

A co-founder of several successful companies including FotoNation,
which was later acquired by Xperi, he is also a pioneer of digital camera
connectivity and is a co-author of the picture transfer protocol (PTP)
and PTP-over-IP networks communication standards.

Petronel obtained his Ph.D. in electronics, master’s degree in
application-specific integrated circuits design and bachelor’s degree
in electronics engineering from Transilvania University in Brasov.
Petronel also holds a master’s degree in networks and communications
from the National University of Ireland, Galway.

Driver Monitoring Systems and Next-Generation Perceptual AI

Monitoring drivers and passengers inside of vehicles is an increasingly critical capability. For example, driver
monitoring is required in order for cars to obtain a top safety rating from NCAP. This presentation introduces XPERI’s
driver and in-cabin monitoring solutions and examines real-world use-cases in which these solutions are being de-
ployed.

Dr. Bigioi illustrates the evolution of these technologies as they have been used in conventional cars, as they are
increasingly being used in cars with partial self-driving capability, and how they are likely to be used in fully automated
vehicles. This goes well beyond driver monitoring to include new types of safety features as well as non-safety uses
such as entertainment, personalization, human-machine interfaces and even monitoring occupant health.



Keynote Speakers

Prof. Peter Corcoran
University of Galway

Prof. Corcoran is a 2021 SFI ADAPT-2 PI specializing in Edge-Al &
Computer Vision. Other recent research activity includes : 2015-2019,
SFI industry/academic partnership with Xperi generated more than 50
academic publications, 15 patent filings, and graduated 8 PhDs for pub-
lic investment of 730k; 2019, successful participation in ECSEL Heli-
uas project, lead PI an NUIG on SFI Center for Research Training (D-
real); 2020 successful participation in DTIF DAVID project to develop
low-power smart-toy platform. He is recognized by Guide2Research as
#1 researcher in the ICT/Electronic Engineering field in Ireland (2020)
and is an IEEE Fellow (2010); More than 500 technical publications,
100+ peer-reviewed journal papers, 150+ International peer-reviewed
conference papers; Co-inventor on 400+ granted US patents, 100+
granted European. University Professor & Lecturer for 30+ years;
Member of IEEE Consumer Electronics Society 25+ years.

Fake Children: Why we need them and how to make them

Researchers working with human-centric Machine Vision applications have found GDPR tobe a huge challenge.
Many of today’s Machine Vision systems rely on neural network modelsand require large training datasets for optimal
performance. But what do you do when your application is for a Smart-Toy and you need data from a vulnerable
population, such as youngchildren, in order to train your Edge-Al Machine Vision system? GDPR imposes many-
complexities in collecting, managing and processing data from real children.

Fortunately it is now quite feasible to leverage state-of-the-art GAN and other generative neuraltechnologies to
build data samples at scale. In this talk we’ll get some insights into the powerand potential of today’s neural technolo-
gies to build a gender balanced dataset of child data, including controllable facial expressions, age variations, facial
pose and even speech-drivenanimations with photo-realistic lip-synch. Learn more from our second keynote presented
by Prof. Peter Corcoran and Dr. Muhammad Ali Farooq from the University of Galway.
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Adapting the CycleGAN Architecture for Text Style Transfer

Michela Lorandi, Maram A.Mohamed, and Kevin McGuinness

Dublin City University

Abstract

Text Style Transfer, the process of transforming text from one style to another, has gained significant
attention in recent years due to its potential applications in various Natural Language Processing (NLP)
tasks. In this paper, we present a novel approach for Text Style Transfer using a Cycle Generative Adver-
sarial Network (CycleGAN). Our method utilizes the adversarial training framework of CycleGAN to learn
the mapping between different text styles in an unsupervised manner, without the need for paired data. By
leveraging the cycle consistency loss, our model is able to simultaneously learn style transfer mappings in
both directions, allowing for bidirectional style transfer. We conduct experiments on the Yelp dataset to
evaluate the effectiveness of our approach. Our results illustrate that our proposed TextCycleGAN achieves
reasonable performance in terms of style transfer accuracy and fluency considering the simple architec-
ture adopted in both generators and discriminators, while also providing bidirectional transfer capabilities
(negative-positive and positive-negative).

Keywords: CycleGAN, Text Style Transfer, Text Generation

1 Introduction

CycleGAN is a type of generative adversarial network (GAN) that can be used for image-to-image translation
tasks [Zhu et al., 2017]. CycleGAN is notable for being able to learn mappings between two domains without
requiring paired examples of those domains during training. The basic idea behind CycleGAN is that it learns
two mappings: one from domain A to domain B and another from domain B to domain A. These mappings
are learned simultaneously by training two GANSs, with each GAN learning to generate images in one of the
two domains. The two GANs are trained in an adversarial manner, with one generator trying to generate
realistic images in its domain, while the discriminator tries to discriminate between the generated images and
the real images from its domain. One of the key benefits of CycleGAN is that it can learn to translate between
domains without relying on paired examples, which can be difficult to obtain or create. It instead relies on
the assumption that if an image in domain A can be translated to a realistic image in domain B and then
translated back to a realistic image in domain A, the mapping is successful. This process is referred to as
cycle consistency. CycleGAN has been used for a variety of image-to-image translation tasks, including style
transfer, colorization, and image synthesis.

Language is a fundamental tool for human communication and plays a vital role in our ability to convey
ideas, emotions, and experiences. However, communicating across different languages or styles can be chal-
lenging, as words, phrases, and even intonation can carry different meanings or cultural connotations. Accurate
translation or transfer of meaning is essential to effective communication, but it requires a deep understanding
of both the source and target languages or styles, as well as cultural and contextual factors. Despite the ad-
vancements in technology and the availability of machine translation tools, the nuances of human language and
communication continue to pose challenges for translation and transfer of meaning, making it a complex and
ongoing area of research and practice.

While CycleGAN was originally developed for image-to-image translation, its underlying principles can
be extended to other domains, including text. Applying CycleGAN to text datasets could enable text-to-text

Aug. 30th - Sept. 1st, 2023, UG Page 1 ISBN: 978-0-9934207-8-8
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translation or style transfer, allowing for the generation of new text that preserves the content of the original
text while adopting the style of a different author or language.

The potential of CycleGAN for text translation or style transfer lies in its ability to learn mappings be-
tween different domains without requiring paired examples. This is particularly useful for text datasets, where
obtaining paired examples for training can be difficult or time-consuming. Instead, CycleGAN can use un-
paired datasets in two different languages, for example, to learn the relationship between them and generate
new text that preserves the meaning of the original while adopting the style of the other language. There
have been some recent developments in the application of CycleGAN to text datasets, with promising results.
For example, researchers have used CycleGAN to perform style transfer between different authors of poetry,
generating new poems in the style of a different author while preserving the meaning and structure of the orig-
inal [Vecchi et al., 2022]. While the application of CycleGAN to text datasets is still a relatively new field of
research, its potential is significant. Text-to-text translation or style transfer could be useful in a variety of ap-
plications, including literature, marketing, and advertising. However, as with any machine learning application,
it is important to ensure that the generated text is accurate, understandable, and free of bias.

The main contribution of this research work is that we investigate the impact of using CycleGAN to perform
sentiment style transfer, for instance, going from positive to negative sentiment. For this investigation, we use
the Yelp dataset.

This work is organised as follows: Section 1 introduces CycleGAN and the motivation behind this research
work, while in Section 2, we discuss related works. In Section 3, we discuss the dataset that we used and the
model details. We share our experimental setup and report the experimental results in Section 4. We conclude
the work in Section 5 by discussing our findings and possible future work.

Adversarial Training

negative
text

positive generated—|_,/—\
text Gpn negative—> Dp
text
j Y

generated

Preal/fake

—>real/fake

posftive
text

generated
Gpn negaive—> Gpp —>
text

Cycle Training

cycle loss

reconstructed
positive text

negative G ositive D negative G geg:lrﬂa\}:d G reconstructed
tet | P T Roster Pp text. > Hnp P Bl negaive text
positive e -

text cycle loss

Figure 1: Style Transfer CycleGAN. On the left, the adversarial training of the two flows: positive to negative
text and negative to positive text. On the right, the cycle training of the two flows. First, the positive text is
converted into negative text, which is used to reconstruct the positive text. Positive and reconstructed positive
texts are compared to compute the cycle loss. The same is done on the negative flow. !

2 Related Work

Text style transfer is a challenging problem in natural language processing, where the goal is to generate text
in a target style while preserving the content and meaning of the original text. Different approaches have
been implemented to tackle this problem, such as [Tikhonov et al., 2019], which explores different methods
including retraining a pre-trained language model and adapting a pre-trained model using a small amount of
labeled data. [Wang et al., 2019] proposes a method for text style transfer that allows for control over specific

LAl diagrams have been created by the authors.
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attributes of the transferred text, such as sentiment or formality. These works demonstrate the wide range of
approaches being explored in this area and highlight the ongoing challenges in achieving high-quality text style
transfer without sacrificing content and meaning.

In addition, [Shen et al., 2017] propose to use non-parallel texts assuming there is a shared latent content
distribution across different corpora and propose to align latent content distributions to perform style transfer.
The idea is to have an encoder that maps the input text into its content latent representation and a generator
that recreates the original text using the learned content latent representation combined with the original style.
Similarly, [Luo et al., 2019] use non-parallel data proposing a cycle reinforcement learning algorithm to enable
fine-grained control text sentiment transfer by incorporating the intensity of the sentiment in the generation
process. The cycle RL is composed of two rewards: a sentiment reward and a content reward. The sentiment
reward evaluates how well the generated text matches the target sentiment, while the content reward is based
on the idea that, if the model performs well, it is easy to reconstruct the original input, thus enabling a cycle
RL.

Unlike these existing approaches, we propose to implement a CycleGAN architecture for text style transfer
obtaining two specialised generators for sentiment style transfer. Inspired by the application of the CycleGAN
architecture in computer vision, we apply the same architecture on text, adopting two generators and two
discriminators that are specialised in the sentiment domain.

3 Methodology

3.1 TextCycleGAN

For the style transfer task, we propose TextCycleGAN, which is built using two different generators and dis-
criminators. The styles in sentiment transfer are defined as positive and negative, therefore TextCycleGAN
is composed of two text GANs: one is going from positive to negative with a negative discriminator, which
is a real/fake classifier for the negative sentence, and another negative-to-positive generator with a positive
discriminator as a real/fake classifier for the positive sentence.

3.1.1 Adversarial Training

TextCycleGAN (Figure 2) is composed of a generator, which is an encoder-decoder network with LSTM layers,
and a discriminator, which is a binary LSTM classifier. In the generator, the input sentence is encoded to find
its hidden representation. The obtained hidden representation is passed to the decoder together with the start-
of-sentence token (SOS) in order to start generating the next token. At every step, we feed the previous token
and the previously obtained hidden representation to the decoder in order to generate the next token.

The generator has the objective of transferring the sentiment of the input text into the target sentiment,
while the discriminator has to identify whether the given text is real or fake (Figure 1 left). More formally, the
generator Gp, aims to minimize the adversarial loss:

zGAN(Gpny Dy) = [En~N[10gDn(n)] + [Ep~P[10g(1 - Dn(Gpn(P)))], (1)

while the discriminator D,, aims to maximize it. In the positive to negative, we have the generator Gp;, that
takes in input a positive text and transfers the content into negative text. The generated negative text is fed to
the negative discriminator D,, together with real negative text so that the discriminator can predict whether each
text is real or generated.

Since the softmax operation in the generator is not differentiable with respect to the discriminator, we
explore two ways to solve the issue. Inspired by SeqGAN [Yu et al., 2017], we apply a pseudo-loss in which
we compute policy gradient, while inspired by [Kusner and Herndndez-Lobato, 2016] we apply the Gumbel
softmax trick [Huang et al., 2021]. Finally, the discriminator loss is a binary cross-entropy loss.
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3.1.2 Cycle Loss

The idea of CycleGAN is that the model should be able to reconstruct the input text using the generated text
(Figure 1 right). Going from positive to negative, we have the generator Gpj, that takes in input a positive text
and transfers the content into negative text. The generated negative text is fed to the generator Gp, to generate
the reconstruction of the positive text. The same process is done in the negative-to-positive path. The cycle loss
is computed as the cross entropy loss between the reconstructed positive text and the original positive text plus
the cross entropy loss between the reconstructed negative text and the original negative text. The cycle loss for
the CycleGAN is defined as:

fcyc (Gpns Gnp) = Eppua(p) 1Gup (Gpr(p)) — Pll1] + En~ pga ) 1 Gpn (Grp (0) — nll1], (2)

where G, and G, are the generators for mapping the positive sentiment domain to the negative sentiment
domain, and mapping the negative sentiment domain to the positive sentiment domain, respectively. The cycle
loss measures the difference between the reconstructed text and the original text.

The final loss is the combination of adversarial training, i.e. positive-to-negative adversarial loss and negative-
to-positive adversarial loss, and cycle training, given by:

=%)(Gpny anr Dpv Dy) = xGAN(Gpm Dy) + =—%GAN(anx Dp) + /Igcyc (Gpn; an)~ (3)

where D), and Dy, are the positive and negative sentiment discriminators.

3.1.3 Generator Pretraining

Since our objective is to modify the sentiment of the text while maintaining the original content, we pre-train
the generator to reconstruct the input text. In this way, the generator should be able to learn to maintain the
original content while modifying the style words. To achieve this objective, we use the cross entropy between
input text and generated text.

Generator Discriminator
Encoder Decoder
Tran?ferred T A Real/
sentence \ H ' ' g eal
¢ T T ¢ ¢ > > > —)D—} Fake
> > > N N R A N r Linear
H H H ' Embeddi layer
| Fifitit i | e LU L
Embedding [~ | [ |, 15[ ] N S (R 4
layer T —f T T T .T ;T .\T 1 x Sentence Wy Wy Wz wg Wn
Source 2 w3 Wy W S0s
sentence

Figure 2: Generator and discriminator architectures. Left: architecture of the generator, i.e. an encoder-
decoder network with LSTM layers. Right: architecture of the discriminator, i.e. a binary LSTM classifier. !

4 Experiments and Results

4.1 Dataset

The experiments for this work have been conducted using the Yelp dataset [Asghar, 2016]. The Yelp dataset
is a large collection of customer reviews and ratings for businesses, including restaurants, hotels, and various
services. It consists of reviews, each containing a rating, text description, and other metadata such as the date
of the review and the business category. This dataset has been widely used in NLP research, particularly for
sentiment analysis, text classification, and text generation tasks. In the context of text style transfer using
CycleGAN, the Yelp dataset is used to train a model that can transfer the writing style of one group of reviews
to another.
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Table 1: Comparison between the proposed model and baselines. Accuracy (% on a pre-trained classifier), Flu-
ency (perplexity using GPT-2), BLEU score between input and transferred texts, and G-score (using accuracy
and BLEU) are reported.

Model Accuracy | Fluency | BLEU ! G-score |
CAAE [Shen et al., 2017] 82.7 - 11.2 30.43
ARAE [Zhao et al., 2018] 83.2 - 2.3 13.83
DRLST [John et al., 2019] 91.2 - 7.6 26.33
Policy Gradient (PG) 68.04 2049 32.42 47.07
TextCycleGAN PG + more epochs 69.24 1824 28.47 44.4
Gumbel Softmax (GS) + more epochs 78.85 1920 20 39.71

4.2 Experimental setup

Preprocessing stage The experiments were conducted using the Yelp dataset by first filtering out the texts that
exceed 20 words, meaning that we removed all texts longer than 20 tokens. As a result, we considered 444101
texts in train set, 63483 texts in dev set and 126670 texts in test set.

Training The styles in sentiment transfer are defined as positive and negative, therefore TextCycleGAN is
composed of 2 text GANS: each of the text generators was built using a 2-layer LSTM encoder and decoder. The
discriminator was also built on a LSTM network. We trained our sentiment transfer model with the following
hyperparameters setup: maximum sequence length=20, batch size=64, generator pre-train epochs=10, training
epochs=25 or 50, optimizer=Adam, learning rate=2 x 10™%, 8 = 0.5, embedding dimension=256, generator
hidden dimension=512, discriminator hidden dimension=128, number of layers=2, LSTM dropout=0.5, cycle
loss lambda=10.

Evaluation Protocol To assess the performance of text style transfer using TextCycleGAN, we use the follow-
ing evaluation metrics:

* BLEU [Papineni et al., 2002] between input text and transferred text. We measure the semantic preser-
vation between input and output texts to check if the content has been preserved during the style transfer.

* Accuracy of target sentiment. We use a pre-trained binary sentiment classifier? to obtain the sentiment
of the transferred text and check whether it has been transferred in the correct sentiment or not.

* Fluency. We check whether the generated texts are written in fluent English by computing the perplexity
[Jelinek et al., 1977] with GPT-2.

* G-score [Hu et al., 2022]. We compute the geometric mean of BLEU and accuracy, which represent the
overall performance of the model combining different evaluation metrics.

Baselines We compare our method with three models that implement Implicit Style-Content Disentanglement
[Hu et al., 2022]: CAAE, ARAE, and DRLST. CAAE [Shen et al., 2017] model is a model that implicitly
disentangles text style trained in an adversarial manner. The model is based on the assumption that different
corpora share a latent content distribution and it is possible to align latent distributions to perform text style
transfer. ARAE [Zhao et al., 2018] is a language generation model based on adversarial learning with the
objective to modify the specific attributes in text. DRLST [John et al., 2019] is an adversarial learning model
based on the incorporation of auxiliary multi-tasks for style prediction and adversarial objectives for bag-of-
words prediction in order to perform text style transfer.

2https ://huggingface.co/distilbert-base-uncased-finetuned-sst-2-english
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Table 2: Analysis on positive and negative sentiment separately. Accuracy (% on a pre-trained classifier),
Fluency (perplexity using GPT-2), BLEU score between input and transferred texts are reported.

Positive Negative
Acct BLEU1! Fluency | | Acct BLEU 1 Fluency |
TextCycleGAN - PG 70.74  34.83 1755 65.34  30.01 2343
TextCycleGAN - PG + more epochs | 70.28  30.61 1403 68.2 26.34 2218
TextCycleGAN - GS + more epochs | 84.80  20.70 1586 72.89 19.31 2254

4.3 Results

Table 1 compares our model variantions with the baseline models from [Hu et al., 2022]. We did not use the
same sentiment classifier so there may be differences in accuracy due to the usage of a different classifier. First,
we observed that the proposed model with Gumbel softmax reaches a moderate good accuracy (78.85%) in
transferring the texts in the target sentiment. Furthermore, the proposed model variations show a high BLEU
score, which means that they are able to maintain the content of the input text. It also means that in some cases
some sentiment words of the original text are maintained instead of changing them or neutral text is generated.
For example, the input positive text “so i liked the service my mom and i received today .” is transferred to
“i appreciate the service my mom and i received today .”, in which the sentiment is maintained as positive.
Another example is considering the input positive text “awesome breakfast !” transferred to “breakfast!”. The
transferred text is not correctly transferred to negative, but it is translated into a neutral sentiment.

In addition, we decided to separately analyze positive and negative generated texts in order to understand
if the trained generators present differences, as shown in Table 2. We observe that the accuracy of negative-
to-positive transfer is much higher than positive-to-negative transfer, thus demonstrating that the generated
negative texts are not transferred correctly and may need more training to achieve better performance. In
addition, looking at BLEU score and Fluency we see that the negative-to-positive generator achieves higher
scores in all three settings of the proposed TextCycleGAN.

Table 3 shows some examples in which the model was able to correctly transfer the input text into the target
sentiment.

5 Conclusions and Future Work

In this work, we have explored adapting CycleGAN to Text Style Transfer using Yelp dataset and modifying the
original CycleGAN to align with text dataset resulting in our proposed model TextCycleGAN. The proposed
approach does not outperform the compared models in terms of accuracy, but does outperform the others in
terms of BLEU score and G-score, while only being trained for a maximum of 50 epochs. Furthermore, the
results on the generated positive texts show that the model was able to correctly transfer the sentiment from
negative to positive.

In the future, we aim at exploring different improvements, such as adding an attention mechanism or chang-
ing the generator architecture to be a Transformer model, for example. Furthermore, we will explore different
style attributes, such as formality, and we will further analyse the differences between positive and negative
generated texts. In addition to that, diffusion models also offer an alternative approach to text style transfer
without relying on explicit paired data. By modelling the data distribution through a diffusion process, these
models can be trained on unpaired text samples, allowing for flexible and diverse style transfer. This method
leverages the sequential nature of text and the latent space diffusion to generate diverse and high-quality text
outputs while avoiding the need for parallel training data.
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Table 3: Examples of transferred sentences using the proposed TextCycleGAN.

From negative to positive

From positive to negative

Source text
it was over cooked , mushy , and surprising , it was
cold !

Gradient Policy
it was perfectly cooked , soft , and yes , it was deli-
cious !

Gradient Policy + more epochs
it was perfectly cooked , tender , and fresh , it was
delicious !

Gumbel Softmax
it was perfectly cooked , crispy , and spiced , it was
delicious !

Source text
the office is well maintained and clean at all times .

Gradient Policy
the office is poorly maintained and dirty at all times

Gradient Policy + more epochs
the office is poorly maintained and dirty at all times

Gumbel Softmax
the office is not managed and clean at all times .

Source text
this morning however , i had a very bad customer
service experience .

Gradient Policy
this morning upon , i had a very good customer ser-
vice experience .

Gradient Policy + more epochs
this morning however , i had a very good customer
service experience .

Gumbel Softmax
this morning yesterday , i had a very good customer
service experience .

Source text
it ’s so comfortable , clean , and the air works great .

Gradient Policy
it ’s so loud , dirty , and the air smelled horrible .

Gradient Policy + more epochs
it ’s so old , dirty , and the air looks horrible .

Gumbel Softmax
it ’s so loud , dirty , and the workers smelled horrible
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Detection
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Abstract

Turfgrass divot maintenance is a vital component of sports grounds and golf courses. Preci-
sion Turfgrass Management (PTM) uses a variety of smart technologies to manage turfgrass in a
sustainable and efficient manner. Deep Learning is an effective way of developing data inspection
but requires a large, annotated dataset. This work describes the development of a photo realistic
dataset generated using Blender for a turfgrass environment to train deep learning networks to iden-
tify anomalies on turfgrass surfaces. Additionally, two colour transfer techniques are analysed, to
ensure the synthetic data can closely resemble the real domain data.

Dataset: https://www.zenodo.org/record/8030582
Code: https://github.com/stevefoy/DeepTurfSynth
Keywords: Imaging, Synthetic data, Turfgrass, Machine Vision, Mobile robotics

1 Introduction

Turfgrass is defined as a plant system that remains
green for at least six months of the year while
maintaining a continuous dense ground cover
during its dormancy period [Carlson et al., 2022].
This type of grass system can be found in numer-
ous locations, from domestic gardens to public
parks, sports grounds and golf courses. The bene-
fits of turfgrass systems can be described in terms
of functional, recreational, and aesthetic compo-
nents [Beard and Green, 1994]. One commercial Figure 1: Turfgrass and semantic mask

use of turfgrass is in the golf course industry. Ac-

cording to the R&A report in 2021, worldwide there are 148 million acres used for golf with 38,081 golf
courses spread among 206 of the 251 countries of the world [Klein, 2021].

Precision Turfgrass Management (PTM) is a data driven approach for the maintenance of Turf-
grass resources which includes mowing practices, irrigation, nutrient, pest, and cultivation management
[Bell et al., 2013]. A divot refers to a small area of turf or grass that has been displaced from the sports
ground [Braun et al., 2020]. A survey paper by Carlson looked at the accuracy of sensors to detect turf-
grass performance indicators and the stressors before or during visual symptoms occur on plants. Their
finding suggest that there is insufficient training and expertise among superintendents on PTM technol-
ogy, with a recommendation that future research should focus on automating data collection, processing,
and interpretation of data [Carlson et al., 2022].
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This paper explores the generation of turfgrass surface data in a 3-dimensional simulation environ-
ment called Blender. A photo realistic image dataset with matching synthetic segmentation annotations
has been generated and is openly shared in Zenodo. Secondly,several deep learning benchmarks were
developed to measure against prior art using a manually annotated test divot dataset. Furthermore, two
augmentation and domain information transfer techniques that can increase the performance of this syn-
thetic dataset to a real domain were proposed. The goal of such work is for smart edge learning and
deployment, where turfgrass repairs can be autonomously executed on a robotic platform.

2 Related work

The variability in turfgrass between locations is considerable with multiple factors affecting it, most
notably grass species, plant health/soil fertility and cut height. Divots can be defined as texture anoma-
lies; the topic of image-level anomaly detection is not new and extends to many domains and industries.
Image-level anomaly detection is a technique used in computer vision to find anomalies or abnormali-
ties in images [Hendrycks et al., 2019]. In 2016 Ding presented some novel work using vision for the
grading of turfgrass. Conventionally turfgrass grading on championship golf courses is usually carried
out by experts, whereas this project used an Unmanned Aerial Vehicle (UAV) to capture the image data.
An offline computer vision algorithm was used with a machine learning model to calculate a grade of
the turfgrass, unfortunately no data was made public to reproduce the results [Ding et al., 2016].

The collection and annotation of image data is an important process, but it is a labour-intensive task
particularly for small objects such as plants and foliage. The work of Waldchen presents a summary
of publicly available datasets [Wildchen et al., 2018]. In this work it may be observed that most public
datasets are for image classification tasks. The Flourish Project under the TA European Horizon 2020
project had objectives to combine Unmanned Aerial Vehicle (UAV) and Unmanned Ground Vehicle
(UGV) capabilities for a range of farm management activities. An interesting outcome of the project
was a semantically annotated dataset released by the Bonn university Photogrammetry and Robotics
group, which used a NDVI camera to help automate the annotation process. This project was focused
on sugar beet plants and weeds rather than turfgrass [Liebisch et al., 2016].

In the highly cited work by Skovsen, a novel semi-synthetic dataset called the GrassClover dataset
was created with semantic segmentation level annotations. The annotated dataset was developed from
several manually collected images. The data has a ground sampling area of 4-8 pixels per millimetre.
The generation procedure consisted of cropping plants from images and randomly overlapping these
cutouts onto different soil image textures [Skovsen et al., 2019]. The data in the GrassClover dataset was
influential to the work in this paper where critical classes (Grass and Soil) could be used to develop base-
line algorithm performances. An interesting semi-synthetic (photo realistic) approach was seen in the
project titled VisionBlender which was for medical imaging. The project used Blender software as a 3-
dimensional (3D) modelling tool for creating scenes and Blender cycles (ray tracing engine) to generate
photo realistic data, with accompanying semantic level masks, and depth maps [Cartucho et al., 2021].
An open-source framework for Blender known as the BlenderProc framework, has presented some in-
teresting workflows for creating large-scale urban scenes [Denninger et al., 2023].

3 Approach taken

Taking inspiration from the GrassClover dataset and VisionBlender, the objective of this project was to
develop a photo realistic dataset with annotations for turfgrass. A 3D turfgrass scene in its simplistic
form consisted of a plane of soil with grass objects distributed across it. When rendering images of
the dataset at 4k resolution, a full grass scene had in the region of ~200,000 grass leaves in a scene.
Blender’s new node-based workflow allowed for efficient and randomised rotations and scale and density
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of grass assets on the various soil textures. To achieve photo realism both proprietary and custom
grass leaf assets were used in the generation. Additionally soil and dirt textures were from 4K to 8K
resolution [Price, 2023]. Distribution of this open database keeps within copyright restrictions. The
texture incorporated in the rendered scenes used RGB textures, normal maps, displacement maps, and
specular maps. The Blender Cycles ray tracing engine was used and resulted in rendering times per
image of ~1 minute on a NVIDIA RTX4090 GPU with OptiX enabled. The virtual camera in the scene
was setup with a 26mm focal length at 4K resolution to mimic both a modern smart phone and the
GrassClover dataset with the objective to validate this data against the state of the art.

An additional consideration in these scenes was the creation of divots. On a golf course the divot
width can vary depending on the golf club, the swing technique, and the type of turf. A divot caused
by iron shots with standard-sized golf clubs tend to range from around 2.5 to 7.6 centimetres in width
[Turgeon, 1991]. Based on this knowledge, a weight map or alternatively known as a vertex weight
map were created in blender for the creation of divots. These widths were considered when creating
the divots, so nothing was created less than 2.5 cm. These weight textures were incorporated with a
geometry node workflow. When divots occur on a grass turf there is an additional deformation to the
planer topology, and this was modelled in Blender as a 10mm offset.

3.1 Semantic Segmentation data

To generate a semantic segmentation mask in blender, a custom blender composition Nodetree was
required. The Nodetree can take each rendered pixel in the rendered image and associate a Pass Index
number with a colour to build up a 16bit colour mask (semantic segmentation mask). Objects created
in blender are made up of meshes and have a Material Shader associated that give the mesh colour. A
feature in blender software is the ability to associate a custom Pass Index number for each Material
Shader. The strategy taken in this work was to add a sub-string that was representative of the annotation
group, as a Blender object can have multiple Material Shaders. Let us take for example a grass Material
Shader named as Grass_Rye_Leaves. This means the sub-string Grass can be found in the Material
Shader name. A Blender Python script was developed to associate lists of Material Shader names or
sub-strings of the Shader names as class definitions. An additional post processing step using a Python
script converted the 16 bit RGB mask into a simple 8 bit monochrome image. These images are more
efficient in deep learning frameworks such as PyTorch.

4 Datasets

4.1 Turfgrass test dataset

Images of divots were collected from a golf
course with a smart phone camera (Samsung
Galaxy A70); the images had a resolution of
4032x3024 and a focal length of 26mm. The im-
ages were captured at a handheld height of one
meter over the turfgrass surface with the camera
facing parallel. A simple calibration procedure
using a small target 56 x 87mm was used to es-
timates that there was 3.6 pixels per millimetre
ground coverage. The manual annotation process
was carried out using GIMP imaging software.
During the initial research a number of semantic
segmentation networks were trained on the GrassClover Dataset, see Figure 3. The positive results

Figure 2: Probability mask in GIMP
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achieved were utilized to support the manual annotation process, where the soil class matrix of the Soft-
Max layer was imported into GIMP. A coloured visualization of this map can be seen in the Figure 2. A
total of 90 images were annotated and saved as a multi-layer TIFF file which could be processed by a
Python script to split the images into 400x400 pixel patches to form the test set for a synthetic generated
turfgrass. This resulted in a test dataset of 3864 images. Although the results obtained from testing
on this dataset may exhibit a slight bias towards the GrassClover dataset, the primary objective was to
establish a robust test set for our own synthetic dataset.

4.2 Synthetic Turfgrass dataset

The blender virtual camera was rendered at 4032x3024 and placed at 1 metre above the surface resulting
in four pixels per millimetre, with no perspective distortion in the lens. The generated data created in
blender had matching annotations as detailed in the earlier sections. A Python script split the images
into 400x400 pixel patches, resulting in a total of 6510 images, with 10 % used as a validation set during
training.

5 Training

In this section a quantitative evaluation of the experiments and a benchmark on our dataset using a
number of common DL architectures is presented [Wang et al., 2022]. The initial baseline created used
the public GrassClover dataset. The Grassclover dataset paper mentions the use of FCN8 and a subset
of their dataset with no explicit details. The paper’s class intersection over union (IoU) scores are as
follows grass, white clover, red clover, weeds and soil, [64.4, 59.5, 72.6, 39.1, 39.0]. Similar results
were established using a FCN8 + VGG16 encoder [0.53, 0.59, 0.71 ,0.56, 0.64, 0.50] with a PyTorch
version on a validation set. The focus was on two classes - grass and soil, in the training of our synthetic
dataset.

Table 1: Trained on GrassClover and deployed on a real world turfgrass dataset

Model Object Class

grass white clover red clover weeds soil clover other
DeeplabV3+  0.58 0.0 0.0 0.0 054 0.0
PSPNet 0.13 0.0 0.0 00 0.18 0.0
FCN8 0.49 0.0 0.0 00 037 0.0
UNet 0.35 0.0 0.0 00 0.17 0.0

Tout Confusion Matrix
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Figure 3: Result on test image using DeepLabV3+, trained on GrassClover dataset
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5.1 Colour augmentation

We observed that a number of test images encountered performance issues resulting in low class IOU
scores during the development work. These images had a slight colour variation and by visualizing
the histograms of these problematic images, we could prove that there were auto-white balance (AWB)
abnormalities. The AWB feature is active by default on most cameras, giving a colour temperature to the
captured raw data and a neutral appearance to the human eye. AWB, or Auto White Balance, strives to
emulate the phenomenon of colour constancy observed in the human visual system, particularly under
different lighting conditions. Consequently, one can observe the objects in the scene as accurately
reflecting the chromatic properties of the captured scene [Buzzelli et al., 2023]. To mitigate against
these issues is to capture the image using a manual white balance mode or alternatively capturing in raw
mode and correcting after.

Figure 4: Colour transfer, Raw to target synthetic

Trials were conducted using the PyTorch Colourlitter transformation module for brightness (0.1-
0.5), contrast (0.1-0.5), saturation (0.1-0.5), and hue (0-0.1). Unfortunately, no significant improvements
on class IOU scores were achieved on the problematic test images. The informative work of Afifi and
Brown on issues related to AWB was used to provide a colour augmentation strategy to our synthetic
dataset [Afifi and Brown, 2019]. The augmented images had a noticeable realistic colour compared to
using PyTorch colour jitter augmentations. Another colour augmentation explored in this paper was a
colour transfer technique pioneered by Reinhard, which involves the transfer the colour distribution from
one image (source) to training images (destination) [Reinhard et al., 2001]. Several real images captured
from the smart phone that consisted of just turfgrass were used as the source set and this augmentation
strategy was distributed into the training at a rate of 10 % of the dataset, and only on images that had >
95 % pixels in the foliage class.

5.2 Training and Evaluation

The segmentation models were trained on synthetic data and tested on the manually annotated divot
dataset. Four common DL architectures were selected to establish our baselines: DeeplabV3+ with
Resnet101 backbone, PSPNet with ResNet101 backbone, FCN8 with VGG16 backbone and UNet. Net-
works with Resnet and VGG16 backbones were initialized with PyTorch ImageNet weights. During the
training PSPNet and DeepLabV3+ architectures had the encoder and batch normalization layers frozen,
resulting in the decoder layers learning the segmentation classes. The mean RGB image and standard
deviation were calculated in the synthetic data set and used to normalise FCN8 and UNet models during
training and deployment on the test set, while other defaults used were ImageNets. All the findings pre-
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sented in this paper were obtained using the PyTorch 2 framework, incorporating the crossEntropyLoss
function and employing a class weighting strategy. The assigned weights for grass and soil, [1.5, 9.5]
respectively, were computed in accordance with the Enet article [Paszke et al., 2016]. One challenge
with generating a high-quality annotation is that they can be too accurate with small objects annotations,
some of which looks like salt and pepper noise. An optional parameter in the loss function used was
label_smoothing at 0.2 which improved generalization. Adam was used as the optimiser on all the train-
ing. Table 2 presents the performance results achieved after training these networks only on synthetic
data for a duration of 25 epochs, followed by their deployment on the test dataset.

Table 2: Comparisons of semantic segmentation results on turfgrass dataset, (ST: Source to destination
image transfer augmentation, AWB: auto-white balance augmentation )

Model Classes

Pixel Accuracy MIoU Foliage Divot
DeeplabV3+ 0.97 0.72 0.97 0.46
DeeplabV3+ + ST 0.98 0.81 0.98 0.64
DeeplabV3+ + AWB 0.99 0.82 0.98 0.66
PSPNet 0.95 0.64 0.95 0.34
PSPNet + ST 0.97 0.68 0.97 0.39
PSPNet + AWB 0.97 0.71 0.97 0.45
FCN8 0.97 0.70 0.97 0.44
FCN8 + ST 0.98 0.77 0.98 0.55
FCN8 + AWB 0.98 0.84 0.99 0.68
UNET 0.98 0.79 0.98 0.59
UNET + ST 0.98 0.81 0.98 0.64
UNET + AWB 0.99 0.83 0.98 0.68

Confusion Matrix

Figure 5: Result on test image using UNET + ST, trained on our synthetic dataset

6 Discussion

This paper described the development of a test dataset and training of a number of segmentation networks
to create a baseline using the public GrassClover data. A common smartphone camera was used as the
test system; this choice imposes a hardware limitation but this is common across many similar vision
systems. The synthetic dataset were trained across these similar DL models and presented positive
results. A number of colour augmentation strategies were presented to address colour inconsistency
that exists between the synthetic dataset and the real world test dataset. AWB augmentation strategy
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has shown positive increases in performance, furthermore the colour transfer algorithm has produced
visually impressive results and has led to an interesting increase in performance.

7 Conclusions and Future Work

This work has shown that this blender simulation workflow can be used to address the challenges of
annotation where there is a high object count such as grass in a turfgrass scene. The study benchmarks
have additionally proven that this synthetic data can be used in the training of deep learning networks,
with benchmarks presented against a real dataset. There are several directions possible in research but a
natural progression with this blender pipeline is for the analysis for turfgrass scenes at different camera
angles to explore the possibilities of turfgrass and divot topology mapping.
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Abstract

The lack of ethnic diversity in data has been a limiting factor of face recognition techniques in the lit-
erature. This is particularly the case for children where data samples are scarce and presents a challenge
when seeking to adapt machine vision algorithms that are trained on adult data to work on children. This
work proposes the utilization of image-to-image transformation to synthesize data of different races and
thus adjust the ethnicity of children’s face data. We consider ethnicity as a style and compare three differ-
ent Image-to-Image neural network based methods, specifically pix2pix, CycleGAN, and CUT networks to
implement Caucasian child data and Asian child data conversion. Experimental validation results on syn-
thetic data demonstrate the feasibility of using image-to-image transformation methods to generate various
synthetic child data samples with broader ethnic diversity.

Keywords: Image to Image Translation, Synthetic Data, Children Race, GAN, GDPR

1 Introduction

In recent years face authentication has witnessed significant advancements and has become widely deployed in
various applications, such as authentication systems, immigration management, and financial security. Stud-
ies [Abdurrahim et al., 2018, Cavazos et al., 2020] have shown that these face authentication systems exhibit
biases, especially when it comes to recognizing faces from certain racial or ethnic groups. This may lead to
discrimination and injustice against specific groups, for instance by wrongly identifying them as suspects, re-
stricting their access rights, or other such issues. Thus, race imbalance is a pressing issue that demands attention
in face authentication applications.

However, collecting large amounts of effective race/ethnicity data in the real world is laborious and chal-
lenging because the process of data acquisition is expensive and time-consuming, especially when it comes
to human subjects. Considering the General Data Protection Regulations (GDPR) in European Union (EU)
region [European Parliament and Council of the European Union, 2016], when collecting any video, image, or
audio data from human subjects, the scope of usage of such data and any subsequent processing of the data
must be clearly defined and explained to the subject, which normally requires explicit consent. In addition, it
is important that data must be stored securely and that it supports a series of rights, for example, the right of
the subject to retract the stored data at any time. This becomes more complex in the case of engaging with
child subjects, as the consent of the legal guardian is required, and it is preferable to inform the subject in plain
language about the scope of collecting and further using this data.

Our work with the DAVID smart-toy platform [C3I, 2021] has motivated us to explore the generation of
synthetic facial data, which is not subject to data protection regulations. In this work, we consider ethnicity as
a style and employ style-to-style transformation to synthesize data from different races. This research adopts
the potential of Image-to-Image (I2I) translation approaches to generate synthetic child race data, which will
benefit the diversity of training data, reducing the ethnic bias of facial recognition systems, and improving
the robustness of machine vision algorithms trained on this type of synthetic data. In this work, we aim to
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generate synthetic Caucasian child data and Asian child data by training three 121 translation methods including
pix2pix [Isola et al., 2017], CycleGAN [Zhu et al., 2017], and CUT [Park et al., 2020]. Then we qualitatively
and quantitatively validated the synthetic child racial samples using machine vision algorithms.

2 Related Works

Image-to-Image translation methods refer to converting input images from a source domain to a target do-
main while preserving the content representations of the input image. I12I algorithms can solve many prob-
lems in computer vision tasks, such as image registration, image segmentation, and image restoration. It
can be categorized into supervised 121 and unsupervised I2I based on whether the source domain images
and target domain images are aligned image pairs. Isola et al. [Isola et al., 2017] proposed pix2pix to solve
various supervised I2I tasks by adopting a conditional GAN framework, which is also a baseline for the im-
age translation framework. However, training supervised translation in real-world scenes is impractical be-
cause it is difficult to create a paired dataset. CycleGAN [Zhu et al., 2017] and its variants such as TraVeL-
GAN [Amodio and Krishnaswamy, 2019] employ cycle-consistency loss, which was proven effective in solv-
ing this problem. Study [Pang et al., 2021] reveals that most methods using cycle consistency constraints tend
to directly synthesize a new domain with a global target style translation and rarely consider local objects or
fine-grained instances during translation. CUT [Park et al., 2020] employs contrastive learning in a patch-based
way instead of learning the entire images. LPTN [Liang et al., 2021] uses a Laplacian pyramid to decompose
the input and achieve I2I translation.

Even though these 121 methods perform well in many tasks, one major challenge of these approaches
is to achieve robust results for race-to-race child facial transformation applications. It is difficult to find
a large-scale real child dataset with multiple race classes. Existing large-scale face datasets such as VG-
GFace?2 [Cao et al., 2018], MS-Celeb-1M [Guo et al., 2016], and FFHQ [Karras et al., 2019] are generally fo-
cused on adult data. Although children’s faces are present in some age datasets, the amount of data is small and
the resolution varies widely [Moschoglou et al., 2017, Zhang et al., 2017]. Moreover, few studies have been
conducted to generate synthetic data for different races [Yucer et al., 2020, Ba et al., 2021]. One study pro-
posed by Yucer et al. [Yucer et al., 2020] is focused on generating synthetic race data through CycleGAN and
using this data to improve face recognition accuracy. Another recent study [Ba et al., 2021] generates synthetic
skin tones while retaining their pulsatile signals for exploring physiological signals. Both studies are focused
on generating adult data. In this work, we explore generating synthetic child race data by using I2I translation

methods.
-
| 2

Figure 1: Example of two image pairs.

3 Methodology

In this section, datasets, 121 translation methods, and evaluation
metrics that were utilized in this study are detailed.

3.1 Datasets

In this work, we collect a synthetic child race dataset by finetun-
ing a pre-trained StyleGAN?2 [Karras et al., 2020] network. This
dataset comprises of data from 2400 Asian children (1200 girls
+1200 boys) and 2400 Caucasian children (1200 girls +1200
boys), which are generated by using the latent space editing tech-
nique [Wu et al., 2021]. We divided the dataset into groups of
boys and girls and paired Asian children with Caucasian chil-
dren one by one. The paired examples are shown in Figure 1.
To the best of our knowledge, there is no existing large-scale
dataset focused on child race facial data. As mentioned in related work, recording real-world large-scale child
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race data is a laborious task that will also require ethical approvals and must be performed according to GDPR
regulations therefore in this work we have mainly focused on using synthetic child data for preserving personal
identification data (PID). Moreover, considering the comparison with the supervised I2I method, we want to
collect race data in image pairs. For this purpose, we have focused on using latent space editing in Style-
GAN?2 [Karras et al., 2020] to get the image pairs. Our goal is to generate child facial data with diversified
ethnicity. To achieve this we have first fine-tuned StyleGAN2 [Karras et al., 2020] to produce synthetic child
images in previous work [Farooq et al., 2023]. This paper serves as an initial study to compare the feasibility
of different 121 methods for synthesizing child racial face data.

3.2 I2I translation methods

In this work, we have incorporated three typical 12I translation methods which are discussed below.

Pix2pix: The pix2pix model [Isola et al., 2017] is a conditional GAN, which means that the output image is
generated conditionally on the input image. The discriminator gets the source image and the target image and
determines whether the target image is a reasonable transformation of the source image. It is a supervised 121
model and requires many aligned image pairs for training.

CycleGAN: CycleGAN [Zhu et al., 2017] consists of two generators and two discriminators and designed
cycle-consistent adversarial networks for unpaired 121 translation. A cycle-consistency loss is designed to
measure the difference between the synthetic image produced by the second generator and the source image.
CycleGAN uses cycle-consistent constraints to train unsupervised image translation models through the GAN
architecture, which enables the conversion between two unpaired image sets.

CUT: CUT [Park et al., 2020] is unsupervised one-side translation beyond cycle-consistency constraint. It
utilizes a contrastive learning framework to maximize the mutual information between two patches. A multi-
layer, patch-based approach is used to encourage the generated images to be similar to the source images. This
model avoids the use of cycle-consistency loss, and only one set of GANS is needed for image transformation.

3.3 Evaluation metrics
Three well-knowon quantitative evaluation metrics have been selected for validating the synthetic child race

facial data. These are listed below with a brief discussion on what image quality each of these measures.

FID: Fréchetinception distance (FID) [Heusel et al., 2017] calculates the distance of the distribution between
the synthetic images and the source images. The lower FID score means the model has a better performance.

PSNR: Peak signal-to-noise ratio (PSNR) measures the intensity differences between the reference image
and the test image. The higher PSNR score indicates a higher quality of the test image.

SSIM: Structural similarity index (SSIM) [Wang et al., 2004] computes the perceptual distance between the
reference image and the test image according to luminance, contrast, and structure. The higher SSIM score
implies that the greater the similarity between the reference image and the test image.

4 Experiment

Training Setting: Four mappings {Caucasian boy — Asian boy, Asian boy — Caucasian boy, Caucasian girl
— Asian girl, Asian girl — Caucasian girl} are adopted in our work. As pix2pix and CUT uses one direc-
tional transformation, four models are trained separately during the experiments. CycleGAN has bidirectional
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S.no Parameter Pix2Pix/CycleGAN Value | CUT Value
1 Preprocess Scale width Scale width
2 Load size 256 256
3 Batch size 8 8
4 Learning Rate 0.0002 0.0002
5 Learning Rate Policy linear linear
6 | Learning Rate Decay Iters 50 50
7 Dropout False False
8 Discriminator PatchGAN PatchGAN
9 Generator resnet_9blocks resnet_9blocks
10 Mirror augment False True
11 Training epochs 200 400

Table 1: Hyper-parameter Selection
CerGAN

Pix2Pix

Input Reference

Pix2Pix

CycleGAN

Figure 2: Qualitative results of synthetic boys and girls race data.

transformations, and thus only two models are trained during training. All the child faces are aligned and re-
sized to 256 x 256. Table 1 shortlisted the optimal set of network hyperparameters during the training process.
The complete experiment was performed on a server-grade machine equipped with 2 NVIDIA GeForce GTX

TITAN.

4.1 Qualitative Evaluation

Figure 2 shows the qualitative evaluation results from
three 121 translation methods. The first two rows
show the conversion from Caucasian to Asian. The
last two rows show the conversion from Asian to Cau-
casian. The results from pix2pix show the best visual
results, which are most similar to the reference im-
age. The next most effective result is the image syn-
thesized by the CUT. Figure 3 shows the details of
different facial features of generated girl’s Caucasian
faces. The shape of the eyes has changed significantly
in Figure 3, especially for the girl image generated
by pix2pix. Secondly, we can observe the hair color

3 v A
Source

CuT

Figure 3: Example of converting an Asian girl to a Cau-

casian girl
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Asian Boy — Caucasian Boy

Evaluation Metrics

Pix2Pix [Isola et al., 2017]

CycleGAN [Zhu et al., 2017]

CUT [Park et al., 2020]

FID (1) 49.59 31.46 26.36
PSNR (1) 24.41 22.09 22.10
SSIM (1) 0.75 0.65 0.65

Caucasian Boy — Asian Boy

Evaluation Metrics

Pix2Pix [Isola et al., 2017]

CycleGAN [Zhu et al., 2017]

CUT [Park et al., 2020]

FID () 29.62 29.54 25.06
PSNR (1) 25.38 22.64 22.74
SSIM (1) 0.78 0.68 0.67

Asian Girl — Caucasian Girl

Evaluation Metrics

Pix2Pix [Isola et al., 2017]

CycleGAN [Zhu et al., 2017]

CUT [Park et al., 2020]

FID (]) 26.31 42.27 25.09
PSNR (1) 24.02 21.42 21.58
SSIM (1) 0.70 0.60 0.62

Caucasian Girl — Asian Girl

Evaluation Metrics

Pix2Pix [Isola et al., 2017]

CycleGAN [Zhu et al., 2017]

CUT [Park et al., 2020]

FID () 44.47 43.24 34.87
PSNR (1) 24.29 21.15 21.73
SSIM (1) 0.70 0.62 0.63

Table 2: The average FID, PSNR, and SSIM scores of different 121 methods.

transformation since it becomes light brown and the shape of the hair is more curly when compared to the
original (reference) image.

We will conduct a MOS study to provide further evidence on the quality of generated images but are
currently waiting for ethical approvals. In the meantime, several people in our group have assisted with a small
informal study where they are asked to distinguish between the original data and the generated data. From the
results of this informal study, indications are that synthetic data are difficult to distinguish from original data
samples.

4.2 Quantitative Evaluation

In order to evaluate the performance of these tuned GAN models, we have generated 100 Caucasian boys, 100
Asian boys, 100 Caucasian girls, and 100 Asian girls through Pix2Pix, CycleGAN, and CUT using unseen test
data. We have calculated the average FID, PSNR, and SSIM scores through the reference images and generated
images. The results are shown in Table 2. The synthetic images generated from pix2pix have the highest scores
on PSNR and SSIM, which indicate that the synthetic images generated from pix2pix comprises robust quality
facial features from human perception. CUT has the best FID value through three models, which means the
distribution of generated images from CUT is close to the distribution of the source images.

4.3 Synthetic Facial Race Analysis

To analyze the ethnicity attribute of synthetic child data, a pre-trained Deepface [Serengil and Ozpinar, 2021]
model is used to classify the race of generated child data. This model is trained on a large-scale real balanced
ethnicity dataset, which has six race labels including Asian, white, middle eastern, Indian, Latino Hispanic, and
black. Since this work focuses on two types of race data i.e. Asian and Caucasian/white; thus we only focus on
the classification accuracy of Asian and Caucasian/white. Table 3 shows the results of the racial classification.
From Table 3, it can be observed that synthetic child race data were classified with robust accuracy levels of
99% for Asian boys using pix2pix and CUT whereas we achieved 97% for Caucasian girls using pix2pix.
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Model Test Data Asian | Caucasian | Other Race
pix2pix Caucasian Boy 4% 76% 20%
CycleGAN | Caucasian Boy 5% 76% 19%
CUT Caucasian Boy 8% 2% 20%
pix2pix Asian Boy 99% 1% 0
CycleGAN Asian Boy 96% 2% 2%
CUT Asian Boy 99% 1% 0
pix2pix Caucasian Girl 0 97% 3%
CycleGAN | Caucasian Girl 4% 85% 11%
CUT Caucasian Girl 0 94% 6%
pix2pix Asian Girl 89% 10% 1%
CycleGAN Asian Girl 96% 3% 1%
CuT Asian Girl 89% 9% 2%

Table 3: The average accuracy of race classification.

5 Discussion

In this work, we have focused on using synthetic child data for generating different race variations. The main
reason for us to explore using synthetic data over real child data is due to the DAVID embedded smart toy
platform [C3I, 2021] where child data is required to fine-tune and compress computer vision models originally
optimized on adult subjects. In this project, we have tried to gather child data by using a 3D scanner. When we
engaged with the data protection office, we realized that the complexity of managing and providing access to
original child data made this approach impractical.

This is reflected in several aspects as below.

* Personally Identifiable Data (PID) Protection: Synthetic data can be used to avoid collecting sensitive
personally identifiable Data (PID) from a vulnerable population of data subject, such as children. State-
of-the-art data synthesis techniques enable data from adult subjects to be adapted to generate correspond-
ing child data samples and in future work we can validate these data against original dataset when, and
if, these become publicly available.

 Cost Effective: Utilizing synthetic data methods is far more cost-effective when compared to collecting
and labelling large volumes of real child data. Collecting real data can involve significant expenses, such
as data collection infrastructure, data storage, and data labelling costs. Thus, synthetic data generation
and further utilizing it for experimental analysis avoids these costs, making it an attractive option for
training advanced machine learning models.

* Controllable Data: Our work provides a range of tools, based on state-of-the-art data transformation
models, to add expression, lighting, age, gender and pose variations to the original data samples. This
work adds the additional capability to provide ethnic variations, an important tools to help diversify
machine vision algorithms based on neural-Al models.

* GDPR Compliance: In situations where it is necessary to use and further share the data for research
analysis while ensuring the anonymity of individuals, synthetic data can be freely employed. By replacing
real data with synthetic data, the privacy of individuals can be preserved, thus addressing ethical concerns
and complying with general data protection regulations (GDPR).
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Note that a full validation of our proposed use of models based on generated data will require testing on
original child subjects. This work is part of the DAVID roadmap and one of our industry partners has collected
suitable original data from c.500 child subjects. Unfortunately, due to GDPR, such data can only be shared
within the DAVID research consortium.
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6 Conclusion

We have presented a comparative study on image-to-image translation methods including pix2pix, CycleGAN,
and CUT to generate child race data which aims to solve the diversity issues in child data. As an initial work,
we have trained ten models to explore the translation between Caucasian child faces and Asian child faces in
this research and the experimental results show that it is feasible to synthesize child race faces through image-
to-image translation. Three evaluation metrics have been adopted in our experiment. The results show that
CUT has the highest FID value of all models, while pix2pix has the highest PSNR and SSIM scores.

A pretrained ethnic classification model is introduced to evaluate the synthetic race data, which shows that
synthetic child ethnicity can be classified accurately. Since the dataset used in our work was manipulated by the
latent code of a finetuned StyleGAN2 model, each pair of images (Asian < Caucasian) has some underlying
similarity. This may introduce some limitations but this work should be regarded as early-stage proof-of-
concept rather than a comprehensive study. Future work will extend to handle more diversified race generation,
and combine this work with state-of-the-art text-to-image frameworks.

Acknowledgments

This research is supported by (i) Irish Research Council Enterprise Partnership Ph.D. Scheme (Project ID:
EPSPG/2020/40), (ii) Xperi Corporation, Ireland, and (iii) the Data-Center Audio/Visual Intelligence on-Device
(DAVID) Project (2020-2023) funded by the Disruptive Technologies Innovation Fund (DTIF).

References

[Abdurrahim et al., 2018] Abdurrahim, S. H., Samad, S. A., and Huddin, A. B. (2018). Review on the effects
of age, gender, and race demographics on automatic face recognition. The Visual Computer, 34:1617-1630.

[Amodio and Krishnaswamy, 2019] Amodio, M. and Krishnaswamy, S. (2019). Travelgan: Image-to-image
translation by transformation vector learning. In Proceedings of the ieee/cvf conference on computer vision
and pattern recognition, pages 8983-8992.

[Baetal, 2021] Ba, Y., Wang, Z., Karinca, K. D., Bozkurt, O. D., and Kadambi, A. (2021). Overcoming
difficulty in obtaining dark-skinned subjects for remote-ppg by synthetic augmentation. arXiv preprint
arXiv:2106.06007.

[C31,2021] C3I (2021). David - smart toys. https://www.universityofgalway.ie/c31i/
datasets/datacollectionactivities/3dscanner/david-smarttoys/.

[Cao et al., 2018] Cao, Q., Shen, L., Xie, W., Parkhi, O. M., and Zisserman, A. (2018). Vggface2: A dataset
for recognising faces across pose and age. In 2018 13th IEEE international conference on automatic face &
gesture recognition (FG 2018), pages 67-74. IEEE.

[Cavazos et al., 2020] Cavazos, J. G., Phillips, P. J., Castillo, C. D., and O’Toole, A. J. (2020). Accuracy
comparison across face recognition algorithms: Where are we on measuring race bias? [EEE transactions
on biometrics, behavior, and identity science, 3(1):101-111.

[European Parliament and Council of the European Union, 2016] European Parliament and Council of the Eu-
ropean Union (2016). Regulation (EU) 2016/679 of the European Parliament and of the Council.

[Farooq et al., 2023] Farooq, M. A., Yao, W., Costache, G., and Corcoran, P. (2023). Childgan: Large scale
synthetic child facial data using domain adaptation in stylegan. arXiv preprint arXiv:2307.13746.

[Guo et al., 2016] Guo, Y., Zhang, L., Hu, Y., He, X., and Gao, J. (2016). Ms-celeb-lm: A dataset and
benchmark for large-scale face recognition. In Computer Vision—-ECCV 2016: 14th European Conference,
Amsterdam, The Netherlands, October 11-14, 2016, Proceedings, Part IlI 14, pages 87-102. Springer.

Aug. 30th - Sept. 1st, 2023, UG Page 23 ISBN: 978-0-9934207-8-8



2023 | 25th Irish Machine Vision and Image Processing Conference (IMVIP) | DOI: 10.5281/zenodo.8208491

Proceedings of the 25th Irish Machine Vision and Image Processing Conference IMVIP 2023

[Heusel et al., 2017] Heusel, M., Ramsauer, H., Unterthiner, T., Nessler, B., and Hochreiter, S. (2017). Gans
trained by a two time-scale update rule converge to a local nash equilibrium. Advances in neural information
processing systems, 30.

[Isola et al., 2017] Isola, P.,, Zhu, J.-Y., Zhou, T., and Efros, A. A. (2017). Image-to-image translation with
conditional adversarial networks. In Proceedings of the IEEE conference on computer vision and pattern
recognition, pages 1125-1134.

[Karras et al., 2019] Karras, T., Laine, S., and Aila, T. (2019). A style-based generator architecture for gen-
erative adversarial networks. In Proceedings of the IEEE/CVF conference on computer vision and pattern
recognition, pages 4401-4410.

[Karras et al., 2020] Karras, T., Laine, S., Aittala, M., Hellsten, J., Lehtinen, J., and Aila, T. (2020). Analyzing
and improving the image quality of stylegan. In Proceedings of the IEEE/CVF conference on computer
vision and pattern recognition, pages 8110-8119.

[Liang et al., 2021] Liang, J., Zeng, H., and Zhang, L. (2021). High-resolution photorealistic image translation
in real-time: A laplacian pyramid translation network. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, pages 9392-9400.

[Moschoglou et al., 2017] Moschoglou, S., Papaioannou, A., Sagonas, C., Deng, J., Kotsia, 1., and Zafeiriou,
S. (2017). Agedb: the first manually collected, in-the-wild age database. In proceedings of the IEEE
conference on computer vision and pattern recognition workshops, pages 51-59.

[Pang et al., 2021] Pang, Y., Lin, J., Qin, T., and Chen, Z. (2021). Image-to-image translation: Methods and
applications. IEEE Transactions on Multimedia, 24:3859-3881.

[Park et al., 2020] Park, T., Efros, A. A., Zhang, R., and Zhu, J.-Y. (2020). Contrastive learning for unpaired
image-to-image translation. In Computer Vision—-ECCV 2020: 16th European Conference, Glasgow, UK,
August 23-28, 2020, Proceedings, Part IX 16, pages 319-345. Springer.

[Serengil and Ozpinar, 2021] Serengil, S. I. and Ozpinar, A. (2021). Hyperextended lightface: A facial at-
tribute analysis framework. In 2021 International Conference on Engineering and Emerging Technologies
(ICEET), pages 1-4. IEEE.

[Wang et al., 2004] Wang, Z., Bovik, A. C., Sheikh, H. R., and Simoncelli, E. P. (2004). Image quality assess-
ment: from error visibility to structural similarity. /EEE transactions on image processing, 13(4):600-612.

[Wu et al., 2021] Wu, Z., Lischinski, D., and Shechtman, E. (2021). Stylespace analysis: Disentangled controls
for stylegan image generation. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 12863—12872.

[Yucer et al., 2020] Yucer, S., Akcay, S., Al-Moubayed, N., and Breckon, T. P. (2020). Exploring racial bias
within face recognition via per-subject adversarially-enabled data augmentation. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition Workshops, pages 18—19.

[Zhang et al., 2017] Zhang, Z., Song, Y., and Qi, H. (2017). Age progression/regression by conditional ad-
versarial autoencoder. In Proceedings of the IEEE conference on computer vision and pattern recognition,
pages 5810-5818.

[Zhu et al., 2017] Zhu, J.-Y., Park, T., Isola, P.,, and Efros, A. A. (2017). Unpaired image-to-image transla-
tion using cycle-consistent adversarial networks. In Proceedings of the IEEE international conference on
computer vision, pages 2223-2232.

Aug. 30th - Sept. 1st, 2023, UG Page 24 ISBN: 978-0-9934207-8-8



2023 | 25th Irish Machine Vision and Image Processing Conference (IMVIP) | DOI: 10.5281/zenodo.8217347

Proceedings of the 25th Irish Machine Vision and Image Processing Conference IMVIP 2023

AudRandAug: Random Image Augmentations for Audio
Classification

Teerath Kumar !, Muhammad Turab 2, Alessandra Mileo 3, Malika Bendechache 4, and Takfarinas
Saber 4

YCRT-AI Centre, School of Computing, Dublin City University, Ireland
2Norwegian University of Science and Technology (NTNU), Gjovik, Norway
3INSIGHT Research Centre, School of Computing, Dublin City University, Ireland
4Lero Research Centre, School of Computer Science, University of Galway, Ireland

Abstract

Data augmentation has proven to be effective in training neural networks. Recently, a method called
RandAug was proposed, randomly selecting data augmentation techniques from a predefined search space.
RandAug has demonstrated significant performance improvements for image-related tasks while imposing
minimal computational overhead. However, no prior research has explored the application of RandAug
specifically for audio data augmentation, which converts audio into an image-like pattern. To address this
gap, we introduce AudRandAug, an adaptation of RandAug for audio data. AudRandAug selects data
augmentation policies from a dedicated audio search space. To evaluate the effectiveness of AudRandAug,
we conducted experiments using various models and datasets. Our findings indicate that AudRandAug
outperforms other existing data augmentation methods regarding accuracy performance.

Keywords: Audio Classification, Data Augmentation, Random Audio Augmentation

1 Introduction

Deep learning (DL) has successfully addressed complex problems, proving proficiency in managing large
datasets and discerning intricate patterns. Consequently, DL has become an indispensable tool for various
tasks, including image recognition [Aleem et al., 2022, Wu and Chen, 2015, Fujiyoshi et al., 2019, Kumar
et al., 2021a, Kumar et al., 2023b, Kumar et al., 2023a, Ranjbarzadeh et al., 2023], natural language processing
[Torfi et al., 2020, Hirschberg and Manning, 2015, ?], and audio processing [Hershey et al., 2017, Fu et al.,
2010, Turab et al., 2022, Park et al., 2020, Chandio et al., 2021]. Notably, DL has demonstrated impressive
performance in the field of audio data analysis. Extensive research has been conducted on numerous tasks such
as audio classification, music generation, and environmental sound classification [Lee et al., 2017b].

Previous studies [Fu et al., 2010, Turab et al., 2022, Park et al., 2020, Kumar et al., 2020] have high-
lighted the challenge of training neural networks directly on raw audio data, as it can be difficult for them to
learn essential features. To overcome this limitation, researchers have shown that neural networks can achieve
significantly improved performance by training them on audio-specific features [Palanisamy et al., 2020]. Con-
volutional Neural Networks (CNNs) have been widely employed for audio content analysis, utilizing various
features and methods [Turab et al., 2022, Palanisamy et al., 2020, Li et al., 2019].

Despite the accuracy achieved through feature extraction methods, there remains room for improvement
due to limited availability of labeled data. Deep learning models require large-scale labeled data to learn more
accurate features. However, the process of labeling data on a large scale is tedious, time-consuming, and
expensive [Kumar et al., 2021b]. To address this challenge, various data augmentation (DA) techniques can be
applied to existing data by increasing the diversity and size of data, allowing the model to learn from different
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perspectives of each sample. The objective is to train the network on additional distorted data, enabling the
network to become invariant to these distortions and generalize better to unseen data. Several studies have
explored data augmentation methods in the audio domain [Ko et al., 2015, Nanni et al., 2020, Jain et al., 2021].
In line with the principles of image randAug [Cubuk et al., 2020], we propose a novel approach for audio
classification called AudRandAug, which is demonstrated in Figure 1. Our work contributes in the following
ways:

* Inspired by RandAug, we introduce a novel data augmentation technique named AudRandAug.

* We perform several experiment to select the most effective augmentation methods for inclusion in the
search space of AudRandAug

* To validate the proposed approach, we perform several experiments on different datasets.

* We provide code in GitHub repository: https://github.com/turab45/AudRandAug.git

The rest of the paper is organized as, section 2 discusses the related work, section 3 explains the proposed
methodology, section 4 provides experimental details such as datasets, training setup and results, and finally
section 6 concludes the work.

2 Related Work

This section discusses relevant data augmentation work in the audio domain. Deep learning methods have been
widely applied to audio/sound data, such as music genre classification [Dong, 2018, Choi et al., 2017, Zhang
et al., 2016], audio generation [Oord et al., 2016, Roberts et al., 2018], environmental sound classification
[Guzhov et al., 2021, Aytar et al., 2016, Demir et al., 2020], and more [Chachada and Kuo, 2014, Dandashi
and AlJaam, 2017]. From an architectural perspective, various methods have been explored for audio classifi-
cation. Models using 1-D Convolution, such as EnvNet [Tokozume and Harada, 2017] and Sample-CNN [Lee
et al., 2017b], have been proposed for raw audio waveform classification. However, recent work has primarily
focused on utilizing CNN on spectrogram (an image pattern), which has led to state-of-the-art (SOTA) results.
Dong et al. [Dong, 2018] proposed a CNN-based method for music genre classification, and Palanisamy et al.
[Palanisamy et al., 2020] showed that an ImageNet pre-trained model could be a strong baseline network for
audio classification.

In addition to architectural considerations, data augmentation has shown promising results in various audio
tasks. For convenience, audio data augmentation can be broadly divided into two levels: (i) data augmentation
on the raw audio level and (ii) data augmentation on the feature level.

2.1 Data augmentation on raw audio level

Extensive research has been carried out on using deep learning techniques for raw audio data analysis. Various
models have been developed specifically for classifying raw audio waveforms using 1-D Convolutions. For
instance, EnvNet [Tokozume and Harada, 2017] and Sample-CNN [Lee et al., 2017b] are notable examples
of models that leverage raw audio waveforms as their inputs. These models have demonstrated significant
advancements in achieving SOTA performance across different sound categories [Lee et al., 2017a].

2.2 Data augmentation on features level

Recent research has emphasized employing CNNs on spectrograms to achieve SOTA outcomes. Dong et
al. [Dong, 2018] proposed a CNN-based method for music genre classification, achieving accuracy of 70%.
Additionally, Palanisamy et al. [Palanisamy et al., 2020] demonstrated that a pre-trained ImageNet model can
serve as a strong baseline network for audio classification. To further enhance generalization, a few studies
have explored feature extraction [Turab et al., 2022, Su et al., 2019, Liu et al., 1998] and data augmentation
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Figure 1: Example audio mel-spectrograms augmented by AudRandAug. In these examples, N = 2 and
different M magnitude values are shown. As the magnitude of the distortion rises, so does the strength of the
augmentation.

approaches [Ko et al., 2015, Nanni et al., 2020, Kim et al., 2021]. In the work by Turab et al., [Turab et al.,
2022], different feature selection methods were investigated for audio using ensemble techniques. The search
for optimal augmentation policies was explored in [BSG, 2020], while Kumar et al. [Kumar et al., 2020] pro-
posed a novel intra-class random erasing data augmentation to enhance network robustness. Furthermore, Kim
et al. [Kim et al., 2021] introduced Specmix, a novel audio data augmentation technique specifically designed
for time-frequency domain features. This approach improved the performance of various neural network archi-
tectures by up to 2.7%. Salamon et al. [Salamon and Bello, 2017] proposed a deep neural network architecture
coupled with audio augmentations to address the challenge of data scarcity in their work. Among all these
approach, none has explored image randAugment approach for audio data. To the best of our knowledge, we
are the first to explore it.

3 Proposed Methodology

In this section, we explain the proposed method and used data augmentation methods in the search space.

3.1 Method

Inspired by the RandAug [Cubuk et al., 2020] in the domain of images, we introduce a random data augmen-
tation technique for audio classification called AudRandAug. This approach involves determining the optimal
parameters for each specific data augmentation operation. Subsequently, we apply a total of N data augmen-
tations, each with its corresponding optimal magnitude or parameter(s), like an optimal magnitude for time
stretch augmentation is 1.4. The proposed algorithm is provided in algorithm 1.

Require: N (Integer), M (List)
Ensure: Selected augmentations and magnitudes
1: augmentations — ["Noise", "Pitch", "Time", "Padding", "Clip", "Trim", "Reverse", "BPF", "BSF"]
2: selected_augmentations — random choice from augmentations, size N
3: selected_magnitude — M where selected_augmentation equals augmentation
4: return [(aug, m) for (m,aug) in zip(selected_magnitude, selected_augmentations)] where m is

magnitude of particular augmentation
Algorithm 1: AudRandAug
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In our proposed approach, we adopt the same algorithm as described in RandAug [Cubuk et al., 2020]. The
selection of data augmentation from the search space is performed with a uniform probability. We investigate
several essential audio data augmentations, keeping in mind that all augmentations are applied to audio wave-
forms and subsequently converted into Mel-spectrograms. Finally, these augmented spectrograms are used as
inputs to the CNN model. Table 1 provides a detailed overview of each used data augmentation technique.

Augmentation | Description

Noise Injection | This involves introducing additive white Gaussian noise (AWGN) to the original audio
recording through element-wise addition.

Pitch Shifting This alters the pitch of an audio recording without impacting its duration or timing

Time Stretching | This modifies the speed or duration of an audio recording while preserving its pitch and tonal
characteristics. This is achieved by utilizing the Short-time Fourier transform (STFT) technique.

Padding Padding in audio refers to the technique of enhancing the sound quality of a recording
by replacing a fraction of the beginning or end of the audio with padded sections.

Clip Clipping removes excessive audio signal to prevent distortion and ensure a clean sound.

Reverse Reversing an audio signal involves inverting its polarity, commonly used to create a reversed
playback effect or special audio effects.

Band Pass Filter | A band pass filter is an electronic filter designed to permit a specific range of frequencies to
pass through while attenuating all others. This filter is frequently employed in audio applications
to eliminate unwanted noise and interference, ensuring optimal sound quality.

Gain To enhance the model’s resilience to variations in input gain, it is beneficial to multiply the
audio by a random amplitude factor. By doing so, the model becomes less dependent on specific
gain values and exhibits more consistent performance across a diverse range of input signals.

Time Masking This is an audio technique where a randomly selected portion of the audio is made silent,
effectively removing unwanted noises or creating unique effects. This method is commonly

employed to enhance audio quality and achieve specific audio effects

Table 1: All the used data augmentation methods

4 Experiment Design

In this section, we explain the training setup, dataset, and results.

4.1 Training Set up

We used custom CNN and pre-trained VGG model, 0.001 learning rate, Adam optimizer, 100 epoch. The
custom CNN is 2 convolutional layers network. First convolutional layer followed by max pooling, drop with
0.2. Second convolutional layer is followed by max pooling then flatten. Then two dense layers are used.

4.2 Datasets

We use Free Spoken Digits Dataset (FSDD) [Jackson, 2016] which is a simple audio dataset consisting of
English spoken digit recordings in .wav files at 8khz. It contains 3,000 recordings from 6 speakers (50 of each
digit per speaker) and English pronunciations, and it has 10 classes (0-9) and duration of the recordings is 1-2
seconds. Another dataset UrbanSound8K dataset [Salamon et al., 2014] contains 8732 labeled urban sound
recordings in .wav format. All recordings are of a duration of 4 seconds from 10 classes. The files are sorted
by 10 folds (folders called fold1-fold10)
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Custom CNN Model Results
Augmentation FSDD dataset UrbanSound8K dataset
Performance | Change (AD) | Performance | Change (AD)
Baseline 92.00 - 95.00 -
+ Noise Injection 94.5 2.5 97.27 2.27
+ Pitch Shifting 94.83 2.83 97.26 2.26
+ Time Stretching 92.50 0.5 97.23 2.23
+ Padding 92.50 0.5 97.13 2.13
+ Clip 93.33 1.33 93.11 1.89
+ Reverse 93.83 1.83 93.13 1.87
+ Band Pass Filter 93.00 1.0 97.31 2.31
+ Gain 96.50 4.5 97.32 2.32
+ Time Mask 92.16 0.16 96.56 1.56
+ Ours 97.16 5.16 96.37 1.37
VGG Model Results

Baseline 95.95 - 96.37 -
+ Noise Injection 98.16 2.15 97.89 1.52
+ Pitch Shifting 98.66 2.71 98.19 1.82
+ Time Stretching 94.18 1.77 91.17 5.2
+ Padding 93.87 2.39 98.34 1.97
+ Clip 98.66 2.71 98.42 2.05
+ Reverse 93.83 2.12 95.92 0.45
+ Band Pass Filter 93.00 2.95 98.25 1.88
+ Gain 98.66 2.71 97.09 0.72
+ Time Mask 94.39 1.56 97.11 0.74
+ Ours 98.92 2.97 98.63 2.26

Table 2: Result using custom CNN and Pre-trained VGG models

4.3 Pre-processing

First, we apply augmentation on signal level, as the mentioned augmentation methods perform better on signal
level rather than mel-spectrogram. We resize the mel-spectrogram to 32 x 32 as an image-like feature before
feeding to the network. RandAug applied before training as a data preprocessing step.

5 Results

To evaluate the effectiveness of our proposed approach, we conducted experiments using various models on
two datasets: FSDD and UrbanSound8K. It is important to note we included all the techniques in the search
space that perform better than the baseline. We present the experimental results in Table 2, where a custom
CNN was used as the baseline for both datasets. Accuracy served as the evaluation metric. The table reports
the difference between each data augmentation (DA) technique and the baseline accuracy, denoted as AD. A
green AD indicates an improvement in accuracy compared to the baseline, while a red AD signifies a decrease.
Only the data augmentation techniques that demonstrated improved accuracy are included in the table.

Our proposed data augmentation technique using custom CNN exhibited a significant absolute improvement
of 5.16% on the FSDD dataset and 1.37% on the UrbanSound8K dataset. The 5.16% absolute improvement
over the baseline on the FSDD dataset is particularly noteworthy, as it represents the highest accuracy perfor-
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mance among all the utilized DAs. Although the 1.37% improvement on the UrbanSound8K dataset is not the
highest, it still demonstrates a competitive enhancement in accuracy.

For the pre-trained VGG model, we conducted a similar set of experiments as with the CNN model. How-
ever, we observed that fewer data augmentation methods showed improved performance compared to the CNN
case. Therefore, we excluded those augmentations with lower accuracy performance compared to the base-
line from the search space. Our proposed method exhibited superior accuracy performance compared to all
other data augmentation methods across both datasets. For the FSDD dataset, the proposed method showed an
absolute improvement of nearly 3% over the baseline, while for the UrbanSound8K dataset, it demonstrated
an absolute improvement of approximately 2.30%. Overall, our proposed method achieved the best accuracy
performance among all the methods employed.

6 Conclusion

This paper introduces AudRandAug, a novel data augmentation technique specifically designed for audio data.
AudRandAug selects data augmentation policies from a dedicated audio search space and demonstrates re-
markable performance improvements compared to the baseline. Through extensive experiments on FSDD and
UrbanSound8K datasets, using various models, AudRandAug consistently outperforms other data augmenta-
tion methods. The results validate the effectiveness and potential of AudRandAug in enhancing the perfor-
mance of audio-related models. By addressing the specific needs of audio data, this research contributes to
the advancement of audio tasks within the computer vision field. In future, AudRandAug can be used as a
powerful technique for audio data augmentation, demonstrating significant accuracy improvements. This work
opens up possibilities for further research and development of tailored data augmentation methods to optimize
audio-related applications.
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Abstract

Graph-based neural network models are gaining traction in the field of representation learning due to
their ability to uncover latent topological relationships between entities that are otherwise challenging to
identify. These models have been employed across a diverse range of domains, encompassing drug discov-
ery, protein interactions, semantic segmentation, and fluid dynamics research. In this study, we investigate
the potential of Graph Neural Networks (GNNs) for medical image classification. We introduce a novel
model that combines GNNs and edge convolution, leveraging the interconnectedness of RGB channel fea-
ture values to strongly represent connections between crucial graph nodes. Our proposed model not only
performs on par with state-of-the-art Deep Neural Networks (DNNs) but does so with 1000 times fewer
parameters, resulting in reduced training time and data requirements. We compare our Graph Convolu-
tional Neural Network (GCNN) to pre-trained DNNs for classifying MedMNIST dataset classes, revealing
promising prospects for GNNs in medical image analysis. Our results also encourage further exploration of
advanced graph-based models such as Graph Attention Networks (GAT) and Graph Auto-Encoders in the
medical imaging domain. The proposed model yields more reliable, interpretable, and accurate outcomes
for tasks like semantic segmentation and image classification compared to simpler GCNNs. Code available
at AnonRepo.

Keywords: Medical Imaging, Machine Vision, GNN, GCNN, Image classification.

1 Introduction

Medical image classification and segmentation play critical roles in the field of medical imaging. Although
there have been considerable advancements in image classification, medical image classification faces unique
challenges due to the diverse dataset modalities, such as X-ray, Positron Emission Tomography (PET), Mag-
netic Resonance Imaging (MRI), Ultrasound (US), and Computed Tomography (CT). Variations within and
between modalities, mainly stemming from the inherent differences in imaging technologies, complicate the
classification process. Additionally, obtaining labeled training data is costly in the medical domain. Pre-trained
DNNs address these issues through transfer learning techniques, yielding impressive results. However, DNNs
exhibit limitations, including inductive bias, inefficient capture of spatial and local-level associations, and in-
consistent performance across modalities [Rajpurkar et al., 2017, Zhou et al., 2021].

GNNss offer a solution to these complexities, handling variations in data with embedded relationships
effectively and accommodating heterogeneous graph nodes[Kim et al., 2023]. The successful application of
Knowledge-Based Graph Methods in medical diagnosis supports this notion. We have compared GNN architec-
ture with Convolutional Neural Networks (CNNs) and discussed various types of Graph Convolutional Neural
Networks (GCNNs). We propose a GCNN model integrated with Edge Convolution [Wang et al., 2018](GCNN-
EC) for medical image classification. By performing graph convolution and edge convolution for edge pre-
diction. Edge convolution overcomes the limitations of vanilla GCNN thus improving classification. Our
method enhances model performance with reduced training time and data requirements. This research val-
idates graph-based learning’s efficiency for medical image data. In this study, we focus on classifying the
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Figure 1: Sample MedMNIST data.

MedMNIST dataset [Yang et al., 2021], featuring 10 pre-processed datasets from various sources and modali-
ties, with 708,069 images in 12 2D datasets. We narrow our research scope to six categories/classes] containing
58,954 images with dimensions 28x28 as these classes represent diverse modalities, reflecting the compilation
of images from various imaging techniques. These classes are AbdomenCT, BreastMRI, CXR, ChestCT, Hand,
and HeadCT. The subsets are balanced.

We observe that our simple GCNN-EC outperforms leading state-of-the-art DNNs for specific MedMNIST
dataset classes. Proposed model required less training than compared DNNs while using 100 times fewer
parameters.

2 Prior Art

In this section, we will delve into the technicalities of CNNs, and compare their mechanisms with GCNNs. We
will also shed light on three contemporary, state-of-the-art CNN models that have been utilized for the task of
medical image classification. Furthermore, this section will introduce the diverse variants of GNNs, providing
a comprehensive comparison from a technical standpoint. It will also cover the various applications of these
models in medical domains.

2.1 CNNs

CNNs[Lecun et al., 1998] owe their name to the convolution operation, which involves overlaying a kernel onto
the image grid and sliding it across the grid to extract local information, such as details from neighboring pixels.
Technically, the convolution operation involves performing a dot product between the filter’s elements and the
corresponding elements of the image grid, then storing the result in an output matrix (often termed a feature
map or convolved feature). As illustrated in Figure 2, the dot product employed in the convolution process is
an aggregation operation. The main objective of this operation is to consolidate image data into a compressed
form, making it feasible to extract global-level features from an image.

Thus, convolution as a process systematically ex- iy
tracts spatial hierarchies or patterns, starting from lo- Convolution Cfrln}ected
cal pixel interactions (low-level features) to more ab- Pooling ..~
stract concepts (high-level features) as we progress al..
deeper into the network. Finally, the hierarchical o
feature extracted from the preceding convolution and .
pooling operations is compressed into a compact and \ AN J
linear representation. The flattened feature vector de-
rived is used for various tasks such as classification,
segmentation, or feature localization.

o
G
S

g

Feature Extraction Classification

Figure 2: CNN architecture.
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We have chosen three state-of-the-art DNNs that have demonstrated robust performance in image classifi-
cation in the medical imaging domain for further discussion in this paper. The effectiveness of our proposed
model is assessed in relation to these distinguished DNN models in the later section, thereby offering a com-
parative study.

ResNet [He et al., 2015] is a deep neural network architecture with a varying number of hidden layers,
including a large number of convolutional layers to work efficiently by using residual blocks [He et al., 2015]
that allow the network to effectively learn the residual or the difference between the input and output features.
ResNets has been one of the best-performing models on the ImageNet dataset [Deng et al., 2009] for classifica-
tion tasks. It has served as a skeleton for several DNNs that continue to use similar skip connection methods for
achieving state-of-the-art performance. It has been applied for the classification of medical image data and has
proved to produce state-of-the-art results [Alom et al., 2018], the ResNets-based model showed 99.05% and
98.59% testing accuracy for binary and multi-class breast cancer recognition.

DenseNet [Huang et al., 2016] is one of the densely connected deep-layered neural network architectures
that also use residual blocks. They exploit the potential of the deep network by feature reuse, producing more
condensed models that are easy to train and highly parameter efficient. Concatenating feature maps learned
by different layers increases variation in the input of subsequent layers and improves efficiency. DenseNets
uses the Network in Network architecture [Lin et al., 2014] which uses multi-layer perceptrons in the filters
of convolutional layers to extract more complicated features. DenseNet has increasingly been applied as the
backbone model for various medical imaging tasks[Zhou et al., 2021] from image registry to image embedding
generation which has further been used for tasks like segmentation and classification.

EfficientNet [Tan and Le, 2019] makes use of techniques like compound scaling, that enable the efficient
scaling of deep neural network architectures to meet specific requirements regarding data or resource limita-
tions. Unlike other deep neural networks, EfficientNet achieves improved model performance without increas-
ing the number of floating-point operations per second (FLOPS), resulting in enhanced efficiency. The method
introduces the concept of efficient compound coefficients to uniformly scale the depth, width, and resolution
of the network. When scaling a model by a factor of 2V in terms of computational resources, EfficientNet
scales the network depth by aV, network width by B, and image size by yV. These coefficients, namely «,
B, and vy, are determined through a grid search on the base model. By employing this compound scaling ap-
proach, EfficientNet strikes a balance between network accuracy and efficiency. EfficientNet has been proven
to produce excellent results for medical image classification [Zhou et al., 2021] even in resource-constrained
environments.

2.2 GNNs

A GNN is a specialized kind of neural network tailored for handling graph-structured data. It exploits the
attributes of nodes and edges to learn representations for nodes, edges, and the overall graph. Its working
principle is iterative message passing, where features from neighboring nodes are gathered by each node to
update its own feature set. CNNs demonstrate limitations in capturing the associations between features within
an image [Defferrard et al., 2017]. However, these intricate interconnections can be effectively captured by
representing images as graphs and then utilizing GNNs to comprehend these intricate interdependencies. Also,
GNNs better capture topological data features compared to CNNs[Bronstein et al., 2017]

The intricate complexities of graph data, ranging from structures as varied as protein sequences and chem-
ical molecules to pixels in medical images serving as nodes, necessitate the transformation of these struc-
tures into suitable vector spaces. This transformation is crucial for performing computations and analyses.
However, this comes with the daunting task of handling graph isomorphism issues, which involve identify-
ing topological similarities between different graphs. In solving these intricate problems, the significance of
GNNs becomes especially apparent, specifically in conjunction with the Weisfeiler-Lehman (WL) Isomorphism
algorithm[Weisfeiler and Leman, 1968].

WL algorithm, a prevalent technique in this context, generates graph embeddings by aggregating colors, or
more general features (image features, etc), of proximate nodes, culminating in a histogram-like representation
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Figure 3: A simple GCN with 3 hidden layers.

for each graph. The conventional GNN architecture mirrors a neural rendition of the 1-WL algorithm, where
"1’ represents a single neighborhood hop. In this transformation, discrete colors evolve into continuous feature
vectors, and neural network mechanisms are harnessed to aggregate information from the neighborhood of each
node.

By virtue of this design, GNNs inherently embody a continuous variant of graph-based message passing
similar to the WL algorithm. In this paradigm, details from a node’s immediate surroundings are accumulated
and relayed to the node, thereby facilitating learning from local graph structures[Errica et al., 2019]. This
characteristic is at the core of the utility of GNNs in various domains requiring graph-based data analysis.
Furthermore, we elaborate in detail on the specific type of GNN employed in this study, namely the GCNN.

There are two types of GCNNS:

1. GCNNs based on spectral methods (using convolutions via the convolution theorem [Bruna et al., 2013]).
Spectral methods fall into the category of transductive learning, where learning and inference take place
on the entire dataset. Spectral CNNs (SCNN) [Bruna et al., 2013] was the first implementation of CNNs
on graphs, leveraging the graph Fourier transform [Wu et al., 2021] and defining the convolution kernel in
the spectral domain. Examples include the Dynamic Graph Convolutional Network (DGCN), which has
been effectively applied to detect relation heat maps in images for pose and gesture detection. HACT-Net
[Dong et al., 2022] is a further example, which has been applied for the classification of Histopathologi-
cal images.

2. GCNNSs based on spatial methods. These GCNNs fall into the category of inductive learning, where
learning and inference can be performed on a test and train dataset. They define convolution as a weighted
average function over the neighborhood of the target vertex. For example, GraphSAGE [Hamilton et al., 2017]
takes one-hop neighbors as neighborhoods and defines the weighting function as various aggregators over
the neighborhood. The spatial GCNN is extremely robust due to its inductive learning which makes spa-
tial GCNNS highly scalable.

We use a simple spectral GCNN f(X, A) that takes input X which is a vector of node features and an
adjacency matrix A, along with a layer-wise propagation rule. The matrix A is normalized using methods
mentioned in [Kipf and Welling, 2016] as multiplication of X and A will change the scale of feature vectors,
which leads to disproportional learning from neighbors. The equation 1 defines the aggregation operation from
one layer to another.

HU+D :U(D‘%AD‘%H(”W(”). (1)

A is the adjacency matrix of the graph ¢ , D is the degree matrix and W is a trainable weight matrix. The
result is passed to an activation function o'(-). The output is then concatenated to get a new hidden state H/+V
for hidden layer [+ 1 as shown in Figure 3.

GCNN has its inherent limitations. They exhibit poor performance when confronted with dynamic graph
structures, causing over-fitting to the training set. Furthermore, GCNNs are susceptible to the issue of over-
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smoothing[Magner et al., 2020], whereby the addition of more convolutional layers results in an indistinguish-
able final embedding.

In this section, we defined and elaborated on the different types of CNN used in this study along with the
types of GNNs and an explanation of spectral GCNN which has been used in the proposed method. In the
next section, we explain the proposed method that leverages the power of GNNs, while also overcoming its
limitations.

3 Our work

In this work, we present GCNN-EC which resolves identified issues around the limitation of CNNs in capturing
the inherent connections between features within an image. The proposed method aims to leverage both local
and global inter-pixel relationships by incorporating edge convolution along with graph convolution. Our pro-
cedure involves three stages: edge convolution, graph convolution, and classification. We merge RGB values
into a node feature and compute edge features using a dynamic filter, the system processes the graph represen-
tation through multiple convolution layers before flattening the embedding for final classification. We explain
these steps in detail in this section.

3.1 Edge convolution

We begin by creating a node feature vector by combining RGB channel values. This is a vital step in transform-
ing the RGB image data into a grid format, where each pixel is a node connected to adjacent pixels. Next, we
use a dynamic filter[Brabandere et al., 2016] to learn edge features. This filter incorporates the node features
from the immediate neighbors and also those at a two-hop distance, meaning it considers not just the nearest
node but also the nodes that are connected to these nearest nodes. This filter is unique for each input and is
learned by the network based on node features and the Euclidean distance between the node feature vectors.
This learned filter is stored as a registered buffer in the network and not used during back-propagation. Rather,
it is used as an edge feature while being passed through convolution layers. It is through this process that we
generate an abstract understanding of the relationships between various components of the image. The graph
augmented with node and edge features is further improved by an edge convolution layer [Wang et al., 2019],
which performs convolution operations on the graph using the edge features. The edge convolution layer detects
and enhances the edges or boundaries in an image (grid of pixels). It focuses on identifying sharp transitions in
intensity/color, which are indicative of object edges. Finally giving a more distinguishable graph representation.

3.2 Graph convolution

The graph representation enriched by edge convolution is passed through graph convolution layers, capturing
features of the graph by incorporating features of nodes and their connections to finally create a more accurate
graph-level embedding. One of the strengths of the graph convolution layer is its ability to incorporate both local
and global information. By considering the neighborhood relationships between nodes, it captures local patterns
and structures within the graph. Additionally, by aggregating information from neighboring nodes iteratively,
it gradually incorporates global information, allowing for a comprehensive understanding of the overall graph.
Graph convolution alone suffers from the problem of over-smoothing, This limitation can be overcome by
enhancing the graph representation quality by edge convolution to capture meaningful edge information.

3.3 Classification

The graph embedding, obtained by flattening the output of the graph convolution layers, is classified using
a dense layer. This layer transforms the embedding by matrix multiplication and bias addition thus learning
weighted connections and finally applying non-linear activation. Enabling accurate predictions based on the
learned representation of the graph.
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Figure 4: GCNN-EC architecture.
Table 1: Comparison of DNNs with proposed method for MedMNIST

AbdomenCT | BreastMRI CXR ChestCT Hand HeadCT

Methods Parameters
AUC | ACC | AUC | ACC | AUC | ACC | AUC | ACC | AUC | ACC | AUC | ACC

ResNet18 0.800 | 0.839 | 0.897 | 0.899 | 0.832 | 0.842 | 0.901 | 0.940 | 0.915 | 0.921 | 0.733 | 0.762 | 11,689,512

EfficientNet-BO | 0.901 | 0.907 | 0.905 | 0.918 | 0.958 | 0.960 | 0.913 | 0.948 | 0.907 | 0.911 | 0.874 | 0.894 | 4,014,658
DenseNet121 0.936 | 0.942 | 0.961 | 0.971 | 0.972 | 0.985 | 0.887 | 0.901 | 0.916 | 0.925 | 0.899 | 0.914 | 7,978,856
GCN-EC (ours) | 0.876 | 0.882 | 0.983 | 0.985 | 0.957 | 0.965 | 0.748 | 0.813 | 0.886 | 0.905 | 0.869 | 0.874 | 24,967

We have employed PyTorch to implement our pipeline, while the Monai framework has been utilized for
medical image processing. We generate a graph using MedMNIST images as the input and incorporate the Dy-
namic Edge Convolution layer[Wang et al., 2019] to perform edge convolution. The resulting learned represen-
tation then undergoes 3 graph convolution layers. We fine-tuned the model using Optuna [Akiba et al., 2019],
obtaining a learning rate of 0.001 and a weight decay of 0.01. The parameter count in our models ranged from
24,967 to 67,938. We have used the Cross-Entropy loss function with Adam Optimizer and have trained our
models for 4 epochs. The batch size used was 64, and the training, testing, and validation splits were 80%,10%,
and 10% respectively. GCNN-EC model architecture is shown in Figure4.

4 Result

In this section, we present the results achieved by our model on the 6 classes of the MedMNIST dataset to
demonstrate the efficacy of simple GNN when compared with sophisticated DNNs. GCNN-EC model con-
verges to stable loss value within 4 epochs. Our results are presented in Table 1 comparing the Area under
the Curve (AUC) and Accuracy (ACC) of our model with the DNN models. From the plot in Figure 5, it is
evident that our method is comparable to DenseNet and outperforms ResNet and EfficientNet, showing it as
an effective classifier. The proposed method demonstrates superior performance compared to ResNet18 and
EfficientNet-BO while performing on par with DenseNet121. Notably, the GCNN-EC model utilizes 100 times
fewer parameters than the three DNN models considered in this study. Furthermore, our model achieves a
remarkable accuracy of 99.13% on the MNIST dataset (as indicated in the "gcnn-ec-mnist.py" file in the code).

5 Conclusion

Our model exhibited superior performance when compared to renowned CNNs like ResNet18 and EfficientNet-
BO while achieving comparable results to DenseNet121 on MedMNIST dataset. Notably, our model achieved
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Figure 5: Loss and Area under the curve (AUC) over epochs for test dataset.

this with significantly fewer parameters (GCNN-EC: 24,967 vs. ResNet: 11.68M, EfficientNet: 4.01M, DenseNet:
6.95M), highlighting its efficiency and effectiveness in capturing meaningful features. This efficiency suggests
the possibility of training our GCNN with significantly fewer data, an important factor in the medical field
where properly labeled data is scarce and expensive.
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Generated Images in a Biomedical and Non-biomedical Setting*
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Abstract

In biomedical image analysis, data imbalance is common across several imaging modalities. Data aug-
mentation is one of the key solutions in addressing this limitation. Generative Adversarial Networks (GANs)
are increasingly being relied upon for data augmentation tasks. Biomedical image features are sensitive to
evaluating the efficacy of synthetic images. These features can have a significant impact on metric scores
when evaluating synthetic images across different biomedical imaging modalities. Synthetically generated
images can be evaluated by comparing the diversity and quality of real images. Multi-scale Structural Simi-
larity Index Measure and Cosine Distance are used to evaluate intra-class diversity, while Frechet Inception
Distance is used to evaluate the quality of synthetic images. Assessing these metrics for biomedical and non-
biomedical imaging is important to investigate an informed strategy in evaluating the diversity and quality
of synthetic images. In this work, an empirical assessment of these metrics is conducted for the Deep Con-
volutional GAN in a biomedical and non-biomedical setting. The diversity and quality of synthetic images
are evaluated using different sample sizes. This research intends to investigate the variance in diversity and
quality across biomedical and non-biomedical imaging modalities. Results demonstrate that the metrics
scores for diversity and quality vary significantly across biomedical-to-biomedical and biomedical-to-non-
biomedical imaging modalities.

Keywords: X-rays and Optical Coherence Tomography (OCT), Deep Convolutional GAN (DCGAN), Intra-
class Diversity and Quality, Multi-scale Structural Similarity Index Measure (MS-SSIM) and Cosine Distance
(CD), Frechet Inception Distance (FID).

1 Introduction

In image analysis, data imbalance affects datasets with asymmetrical distribution of samples for classes within
a dataset. In the domain of biomedical imaging, this data imbalance is particularly common for classes of
rarer diseases and conditions [Qin et al., 2022]. When a model is exposed to an imbalanced distribution during
training, it may focus on the majority class and fail to learn important features and patterns from the minority
class. Consequently, when the model encounters new, unseen data, it may struggle to classify samples from
the underrepresented classes accurately. To address this issue, data augmentation is utilized to generate new
samples from existing data. The intent is to improve the model’s ability to generalize and therefore, accuracy,
thus contributing to better clinical outcomes [Zhao et al., 2021].

Generative Adversarial Networks (GANSs) are particularly useful for data augmentation because they can
generate synthetic images that contain a similar distribution of diversified features, such as shapes, textures,
or colors, compared to real images [Allahyani et al., 2023]. For deep learning models, GANs can increase the
diversity of the training dataset and improve classifiers’ performance by generating these synthetic images.
GANSs are popular in the biomedical imaging domain due to their ability to synthesize realistic images from a

*This work is supported by the Munster Technological University’s Risam Scholarship Award
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given distribution [Zhao et al., 2021]. GANs consist of two models based on neural networks: a generator and a
discriminator, which work together in a game-theoretic setting to produce realistic images. In biomedical image
analysis, diverse image features play a significant role in training a model to produce better clinical diagnostic
outcomes [Segal et al., 2021]. The architecture of a GAN is designed such that it can learn these diversified
features and synthesize them in synthetic images.

The diversity and quality of synthetic images are important considerations throughout the training of GANs.
In the context of GANSs, diversity refers to the variation and range of generated image samples produced by
a GAN model. It indicates a GAN’s ability to generate a diverse set of synthetic images that cover different
aspects, styles, and variations present in the original training images [Allahyani et al., 2023]. Intra-class di-
versity refers to the diversity assessment within a single class of images. Similarly, the quality of synthetic
images refers to the fidelity, realism, and perceptual similarity of the generated image samples compared to the
real data. It indicates a GAN’s ability to produce high-quality synthetic image data that closely resembles the
distribution of the original training data [He et al., 2020].

The intra-class diversity of synthetic images is evaluated using the Multi-scale Structural Similarity Index
Measure (MS-SSIM) [Odena et al., 2017] and Cosine Distance (CD) [Borji, 2019]. The quality of synthetic
images is evaluated using the Frechet Inception Distance (FID) [Borji, 2019].

It is critical to assess the intra-class diversity and quality of synthetically generated biomedical images.
Biomedical images contain complex and diverse features indicating vital information about the subject. Eval-
uating these synthetic images should consider examining the diverse and high-quality features across different
biomedical imaging modalities.

MS-SSIM, CD, and FID are significantly dependent on the salient features inherent in an imaging modality.
These metrics use image features such as textures, luminance, and orientation of objects for quantification of
the diversity and quality of synthetic images. Consequently, score values for these metrics vary across different
biomedical imaging modalities and non-biomedical images. Furthermore, quantifying the diversity and quality
of synthetic images can be impacted by the number of image samples. Therefore, the assessment of MS-SSIM,
CD, and FID metrics is important for biomedical and non-biomedical imaging domains. It enables the efficacy
of evaluating GAN architectures in generating diversified and high-quality synthetic images.

The contribution of this work is as follows:

* Study the effect of sample size on evaluation metrics used for assessing the diversity and quality of
synthetic images, in both non-biomedical and biomedical imaging fields.

» Examine the inconsistency in evaluation metric scores when evaluating the diversity and quality of syn-
thetic images across two biomedical imaging modalities: X-ray and Optical Coherence Tomography
(OCT).

* Analyze the variability in evaluation metric scores when assessing the diversity and quality of synthetic
images in both non-biomedical and biomedical imaging domains.

2 Related Work

Several studies on GANs have been proposed in the biomedical imaging domain, as indicated in Table 1. The
majority of these studies have used FID scores to evaluate the quality of synthetic images. Few of which have
used MS-SSIM to evaluate the intra-class diversity of synthetic images. Of those that quantify the FID, some
studies such as [Qin et al., 2022] and [Tajmirriahi et al., 2022] do not specify the sample size used to evaluate it.
Significant variance in FID scores is analyzed for X-ray images, see first four rows of Table 1. It is important to
investigate the impact of the FID score, whether it depends on image size, image modality, GAN architecture,
or sample size. Furthermore, none of the works reviewed considered whether different sample sizes of synthetic
images could impact the evaluation of intra-class diversity and quality for these metrics. Similarly, in the non-
biomedical imaging domains, studies reporting advances in GANs have failed to include details relating to the
quantification of evaluation metrics, as indicated in Table. 2.
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Table 1: Evaluation of synthetic images using MS-SSIM, CD, and FID scores for assessing the quality
and diversity of biomedical images. Sample size values refer to both real and synthetic images.

Reference Med. Image ges. GANSs MS. CD FID ‘ Sample Size
MS. CD FID
[Saad et al., 2023] X-ray 128x128 MSG-SAGAN 0.5, 0.47 N/A 139.6 3616 N/A 3616
[Saad et al., 2022] X-ray 128x128 DCGAN 0.5,0.529 N/A 0.687 1340 N/A 1340
[Qin et al., 2022] X-ray 256x256 DCGAN N/A N/A 293.26 N/A N/A N/S
[Segal et al., 2021] X-ray 256x256 PGGAN N/A N/A 8.02 N/A N/A 0.1M
[Tajmirriahi et al., 2022]0CT 128x128 DDFA-GAN 0.17,0.19 N/A 51.30 N/S N/A N/S
[He et al., 2020] OCT 224x224 LSGAN N/A N/A N/A N/A N/A N/A
[Segato et al., 2020]  MRI g4x64 AEGAN 0.99, 0.60 N/A N/A 2000 N/A N/A

Med: Medical; N/S: Not Specified; MS: MS-SSIM (Real, Synthetic); M: Million

In the literature, the research gap is highlighted in Table 1 and Table 2 to investigate the impact of sample
size in evaluating the intra-class diversity and quality of synthetic images for biomedical and non-biomedical
imaging domains. Prior studies also lack in demonstrating the variance in MS-SSIM, CD, and FID scores
across biomedical-to-biomedical, and biomedical-to-non-biomedical imaging modalities.

Table 2: Evaluation of synthetic images using MS-SSIM, CD, and FID scores for assessing the quality
and diversity of synthetic images in the non-biomedical domain.

Reference Img. Type Res. GANs MS. CD FID ‘ Sample Size
MS. CD FID
[Allahyani et al., 2023] F-MNIST 2gx28 DivGAN N/A N/A 9.809 N/A N/A N/S
[Sanchez et al., 2023] CelebA 128x128 REGAN N/A N/A 36.57 N/A N/A 5K
[Lee et al., 2022] LSUN- StyleGAN2- N/A N/A 3.15 N/A N/A 50K
Church 356x256 GGDR
[Yu et al., 2022] CelebA ¢4x64 HSGAN N/A N/A 17.49 N/A N/A N/S
[Zhang et al., 2021]  F-MNIST ,gy28 TWGAN N/A N/A 10.3 N/A N/A N/S
[Zhao et al., 2021] CelebA-HQ 128¢128 BigGAN-ICR N/A N/A 1543 N/A N/A 3K
[Costaetal.,, 2020]  CelebA g¢4x64 COEGAN-NSGC N/A N/A 100 N/A N/A 1024
[Odena et al., 2017]  Hot Dog 128x128 ACGAN 0.11,0.05 N/A N/A 200 N/A N/A

N/S: Not Specified; MS: MS-SSIM (Real, Synthetic); N/A: Not Applied; K: Thousand

3 Methodology

In this work, Chest X-ray and OCT images from the MedMNIST dataset [Yang et al., 2023] are used. The
MedMNIST dataset contains several 28x28 resolution biomedical image datasets as a replica of the other
benchmark datasets such as the F-MNIST dataset [Xiao et al., 2017], Pneumoniamnist, a binary class dataset
containing normal and Pneumonia images, and OCTmnist, a multiclass dataset containing normal and three
disease conditions are used, see Table 3. In the non-biomedical imaging domain, F-MNIST, a dataset contain-
ing different wearable products as indicated in Table 4 was used. All images were used with the original 28x28
resolution.
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Table 3: Image distributions of Chest X-ray and Retinal OCT datasets.

X-ray Images (Pneumoniamnist) | Retinal OCT Images (OCTmnist)
Total No. Img. Normal Pneumonia Total No. Img. Normal Chor. Diab. Drusen
Train 4708 1214 3494 57884 27317 19867 6054 4646
Valid 524 135 389 10832 5114 3721 1135 862
Test 624 234 390 1000 250 250 250 250

Img: Images; Chor: Choroidal Neovascularization; Diab: Diabetic Macular Edema

Table 4: Image distributions of Fashion MNIST dataset.

Total No. Img. AB Bg Ct Ds Pr St S1 Sr T-st Tr
Train 60,000 6000 6000 6000 6000 6000 6000 6000 6000 6000 6000
Test 10,000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000

Total No. Img: Total No. of Images per Class; AB: Ankle Boot; Bg: Bag; Ct: Coat; Ds: Dress; Pr: Pullover
St: Shirt; SI: Sandal; Sn: Sneaker; T-st: T-shirt; Tr: Trouser

3.1 DCGAN Architecture

DCGAN is a baseline generative model, designed for generating realistic images. The DCGAN architecture
implemented for the un-normalized X-ray images in [Saad et al., 2022] was adapted and modified for 28x28
images used in this work. DCGAN architecture comprises two main components: the generator and the dis-
criminator as detailed in Fig. 1. The generator produces synthetic images using a latent input z of 100 and
passes them to the discriminator. The discriminator distinguishes synthetic images from real images and pro-
vides gradient feedback to the generator. The generator updates its learning based on the discriminator’s gra-
dient feedback to improve the generation of realistic and diverse images. DCGAN is trained for 500 epochs to
converge the training to a balanced state with a batch size of 128. The binary-cross-entropy loss was used to
evaluate the generator and discriminator performances. DCGAN is used for minority classes such as normal
Chest X-ray images from the Pneumoniamnist, Drusen OCT images from the OCTmnist, and all F-MNIST
images. DCGAN was trained for each class separately and generated synthetic images accordingly.

5 @ | ==
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Figure 1: Architecture of DCGAN for synthesizing Chest X-ray, Retinal OCT, and Fashion MNIST images.
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3.2 Diversity of Synthetic Images

MS-SSIM and CD are used to evaluate the intra-class diversity of synthetic images [Borji, 2019], MS-SSIM
computes the structural similarity at different levels, considering both local and global image features to evalu-
ate the intra-class diversity of synthetic images. A higher MS-SSIM score of synthetic images than real images
indicates that synthetic images lack diversity as compared to real images. Conversely, a lower MS-SSIM score
of synthetic images indicates better diversity among the synthetic images as compared to real images. CD
measures the distance between two feature vectors encoded by images to evaluate the intra-class diversity of
synthetic images [Borji, 2019]. A higher CD among synthetic images indicates higher diversity compared to
real images. Conversely, a lower CD among the synthetic images indicates limited diversity compared to real
images.

3.3 Quality of Synthetic Images

FID measures the Wasserstein-2 distance between the two distributions (real and generated) using their mean
vectors and covariance matrices to evaluate the quality of synthetic images compared to real images [Borji, 2022].
A lower FID score indicates that the synthetic images are closer in quality and distribution to the real images,
indicating higher quality and better resemblance to the real images.

3.4 Selecting Sample Size to Assess Intra-class Diversity and Quality of Synthetic Images

In this work, DCGAN has generated synthetic images equal to the number of real images (a 1:1 ratio). The
impact of sample size quantifying the intra-class diversity and quality of synthetic images using different sample
sizes such as 25%, 50%, 75%, and 100% (all 1:1 ratios) is assessed.
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(a) Distribution of MS-SSIM scores across biomedical images. (b) Distribution of CD scores across biomedical images.

Figure 2: Intra-class diversity of biomedical images using different sample sizes.

4 Results and Discussion

4.1 Variance in Diversity of Synthetic Images

The intra-class diversity assessment of synthetic biomedical images using the MS-SSIM and CD scores is
depicted in Fig. 2. The sample size has no significant impact on evaluating the intra-class diversity in X-ray
and OCT images, as indicated by the uniform MS-SSIM and CD scores for different sample sizes. The MS-
SSIM and CD scores vary across X-ray and OCT images because the distribution of features in images varies
across X-ray and OCT modalities in real or synthetic images.
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Figure 3: Intra-class diversity of non-biomedical images using different sample sizes.

The better MS-SSIM and CD scores of synthetic X-ray images over real images indicate better intra-class
diversity of synthetic X-ray images. The poor MS-SSIM and CD scores of synthetic OCT images over real
images indicate poor intra-class diversity of synthetic OCT images. MS-SSIM and CD scores of OCT images
worsen over X-ray images because OCT images contain more diverse features than X-ray images, which are
difficult to learn and train with the DCGAN. It also indicates that the architecture of GANSs has a significant
impact on the generation of synthetic images across different domains of biomedical imaging.

For non-biomedical images, the MS-SSIM and CD analyses of real and synthetic Fashion MNIST images
indicate significant variation across different classes, as depicted in Fig. 3. Each class has distinct images with
unique features that impact the learning and training of DCGAN architecture. The assessment of different sam-
ple sizes for evaluating the MS-SSIM and CD scores indicates that there is no significant impact of sample size
in evaluating these metric scores for intra-class diversity assessment. The analysis of these metric scores also
indicates that the distribution of MS-SSIM and CD scores also varies across biomedical and non-biomedical
images.

4.2 Variance in Quality of Synthetic Images

The assessment of the quality of synthetic images using the FID scores across biomedical images and non-
biomedical images is indicated in Fig. 4. The sample size of real and synthetic images has no significant im-
pact on the FID scores in evaluating the quality of synthetic images across both biomedical and non-biomedical
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images as indicated by the uniform FID scores for different sample sizes. FID scores of normal X-ray, Drusen
OCT, and Fashion MNIST images vary due to the distinct distribution of features in images of each biomed-
ical and non-biomedical image class. FID has a different range of values across different biomedical and
non-biomedical modalities. FID score can be higher or lower based on a specific biomedical image modality
indicating the impact of salient features inherited in representative images.
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(a) Distribution of FID scores across biomedical images. (b) Distribution of FID scores across non-biomedical images.

Figure 4: The quality of biomedical and non-biomedical images using different sample sizes.

5 Conclusion

This work concludes that the intra-class diversity using the MS-SSIM and CD scores while the quality of
synthetic images using FID scores vary across different biomedical imaging modalities due to the distribution
of diverse and unique image features across different imaging modalities.

Similarly, intra-class diversity and quality also vary across biomedical and non-biomedical imaging do-
mains due to the distinct distribution of image features. Furthermore, the sample size has no significant impact
on evaluating the intra-class diversity and quality of biomedical and non-biomedical images. One possible
reason could be that synthetic images may exhibit limited diversity and quality as compared to real images.
Therefore, varying the sample size does not impact the scores of evaluation metrics. Another reason could be a
small image size, whereby varying the sample size does not impact the metric scores.

The minimum sample size should be a few hundred images of the real and synthetic images to measure
the MS-SSIM, CD, and FID metrics. This research work also shows that the generation of synthetic images
using DCGAN is dependent upon the nature of images to produce diversified and high-quality images across
different imaging modalities in biomedical and non-biomedical domains.
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Abstract

The human heart plays an essential role in maintaining an individual’s well-being. Therefore, monitoring
heart behaviour and condition is important as it provides insights into various physical and psychological
conditions. As it is not always convenient to attach sensors to an individual, remote heart signal estimation
has become a widely popular field of study over the past two decades. This is commonly achieved by
monitoring and extracting the remote photoplethysmography signal from the subject’s face, followed by
signal filtering and heart rate calculation. Recently, interest in heart rate estimation using supervised deep
networks has risen as they have demonstrated better results compared to unsupervised computer vision
techniques. This paper aims to explore the limitations of the conventional method of using a loss function
to assess the accuracy of models in predicting heart rate from face videos. We present the findings of
our study, where we trained and tested three state-of-the-art deep neural networks using publicly available
datasets. Our results reveal a significant divergence between model loss and heart rate accuracy.

Keywords: Imaging, Computer Vision, Deep Learning, Convolutional Neural Network, Heart Rate.

1 Introduction

The human body is composed of various systems that enable individuals to function optimally in various
aspects of their lives. While some medical conditions necessitate specialized and invasive procedures with
costly equipment for examination, research has shown that several vital health metrics can be measured out-
side traditional healthcare settings, offering a comprehensive overview of an individual’s health and well-being
[Chen and McDuff, 2018, Cardone et al., 2020]. One such critical metric is heart rate, which provides valuable
insights into an individual’s physiological and psychological state.

In light of this, the implementation of remote heart rate sensing has become increasingly significant wher-
ever contact-free sensors are available, such as vehicle in-cabin systems. This involves continuous monitoring
of a specific region of interest (ROI), typically the face, to extract a heart signal, which is then processed to
estimate the heart rate. While initial attempts of remote heart rate estimation relied on unsupervised com-
puter vision image processing and analysis, recent advancements in supervised deep learning methods, par-
ticularly Convolution Neural Networks (CNNs), have demonstrated significantly improved results in this field
[Liu et al., 2022]. These models are trained to predict the heart signal using face video or frames as input fea-
tures by continuously adjusting the model’s internal parameters (weights) to minimize the distance between
predicted and ground truth values of the heart signal.

Typically, evaluating model performance relies on using the loss, which is a measure of the distance between
the model output and the ground truth. The two mostly used methods of selecting which weights to save or
deploy is by either using the last set of weights after training, or by finding the weights which give the lowest
loss on the validation set (which is a portion of the training set used to monitor for issues such as over fitting).
However, for models trained to estimate heart signal, the loss is not an accurate method to find out the best set
of weights for heart rate estimation.
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In this paper we explain the rationale behind this claim. As our main contribution, we present experimental
data from three supervised deep models trained on the Pulse Rate Detection (PURE) [Stricker et al., 2014] and
tested on the University Bourgogne Franche-Comte (UBFC) [Bobbia et al., 2019] public datasets to support the
proposed claim. We compare our results to those presented in [Liu et al., 2022], using similar workflow for fair
comparison, and show the reduced correlation between model loss and heart rate error, as compared with the
correlation between validation and test set losses.

The structure of this paper is as follows: in section 2, we present background literature review of deep
learning and remote heart rate estimation, with special focus on the deep learning models we use in this study.
Section 3 will discuss the methodology we followed starting from the data used until model training. Section
4 will display the results obtained, explain how the models were evaluated, then discuss what conclusions are
to be drawn from the results reached. Finally, section 5 will summarise the contributions of this paper and how
they were reached.

2 Background

Deep Learning: Heart rate estimation has seen advancements through the application of deep learning tech-
niques. Deep learning, a subset of machine learning, has shown promise in training mathematical models to
make predictions and perform tasks using data [Zhang, 2020]. Deep neural networks (DNNs), a key compo-
nent of deep learning, have gained attention for their ability to extract features at different levels of abstraction,
eliminating the need for manual feature engineering [LeCun et al., 2015]. This characteristic makes DNNs
well-suited for heart rate estimation tasks, as they can directly process inputs without the requirement of hand-
crafted features. Training supervised DNNs involves the use of a loss function to calculate the distance between
predictions (i.e., outputs) and ground truth labels, the gradients of the calculated loss are then used to optimize
the internal model parameters; this process is referred to as back propagation [LeCun et al., 2015].

Simple DNNs, however, are not well-suited to dealing with certain types of inputs such as images, repre-
sented in a computer as a 3D tensor of the shape: (height x width x channel number), channel number being the
number of values each pixel in an image has. Classic techniques involved flattening images into a single row
of values then inputting those to the DNN. A special class of DNNs, CNNs, were developed to process image
inputs by replacing the weighted sum with element-wise multiplication with a kernel followed by summation
then some form of sub-sampling. This approach allowed patches of images to be processed together and dras-
tically lowered the number of weights needed, as they were no longer dependant on the input size, but had a
fixed number instead i.e., the kernel of shared parameters. Additionally, it allows the model to leverage spatial
locality as patches of the image are processed together [LeCun et al., 2015].

Unsupervised heart signal estimation: Initial proof of concept for remote heart rate estimation has demon-
strated that the photoplethysmography (PPG) signals, which measures blood oxygenation by monitoring how
the light reflective properties of blood vary over time due to fluctuation in blood oxygen content, can be re-
motely measured on the human face using simple digital consumer cameras [Verkruysse et al., 2008]. This was
done by extracting the heart signal from the video’s green channel after spatially averaging the RGB video. This
concept was further developed in [Poh et al., 2010a], where the facial region was detected from the RGB video
then the three channels were separated. Following that, each channel is spatially averaged, and the resulting
signal is de-trended and normalised. Independent component analysis (ICA) was applied on the three signals,
each obtained from one channel, to separate three independent sources. The PPG signal was most visible in the
second source signal. In [Monkaresi et al., 2013], the authors use a similar method to that in [Poh et al., 2010a],
but, after ICA, a power spectrum analysis is carried out followed by one of two possible machine learning tech-
niques: k-nearest neighbour and linear regression. The kNN approach proved to be much better at drastically
reducing the error.
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Supervised deep learning heart signal estimation: Deep learning methods have seen a sharp rise in uti-
lization for the task of heart rate estimation. One of the two main approaches used is to train the model to
estimate the PPG signal from facial images then calculate heart rate during the output post-processing phase of
the pipeline.

DeepPhys, an end-to-end model, is used in [Chen and McDuff, 2018] for measurement of heart and breath-
ing rate from video using a CNN. The model architecture presented consists of two branches, motion and
appearance branches, each made up of several convolutional layers. The motion branch takes in normalized
frame differences. Its purpose, in a manner similar to Imaging Ballistocardiography [Balakrishnan et al., 2013],
is to extract motion information as minute body motions, resulting from the mechanical flow of blood, provide
complementary cardiac information to the PPG signal. The appearance branch takes in frame averages and its
main purpose is learning spatial masks which are then sent to the motion branch. This is done to reduce the
effect of illumination and other external factors, acting as a form of attention mechanism.

Another end-to-end model of interest is the PhysNet architecture [Yu et al., 2019]. The authors present two
possible implementations of this network, the first one consisting of 3D convolutional layers, where several
frames are processed simultaneously, and the second uses traditional 2D convolutions followed by a recurrent
neural network (RNN), where the output obtained from the previous frame is used in calculating the output
based on the next frame. Overall the 3D convolution implementation displayed significantly better results than
the 2D RNN implementation. This model is of interest as the authors not only use the model output for heart
rate estimation, but they also evaluate the prediction accuracy for other metrics such as heart rate variability
and atrial fibrillation detection.

The work proposed in [Liu et al., 2020] builds further upon the concepts presented in [Chen and McDuff, 2018]
by introducing several convolutional attention networks (CANs) of a similar structure to the DeepPhys model.
3D-CAN uses 3-dimensional convolutions in both branches, hybrid-CAN uses them only in the motion branch,
and the temporal-shift-CAN (TS-CAN) uses regular convolutions but applies a temporal-shift (TS) before each
convolutional layer in the motion branch. The TS function allows for temporal information to be exchanged
between frames [Lin et al., 2019] thus allowing classical convolutions access to temporal information. Addi-
tionally, this approach allows for inference time to drop to 25% of that of 3D-CAN while only slightly reducing
the performance.

3 Methodology

During the training process, it is common practice to save the weights that result in the lowest loss on a val-
idation set, which is a subset of the training data. However, in the case of estimating heart signals, the loss
metric used may not accurately reflect the loss in heart rate estimation, as these are distinct tasks. Our objective
is to question the conventional method of selecting the best weights for deployment. To achieve this, we train
multiple models on publicly available data, saving the weights after each training epoch. We then calculate
the heart signal loss on the validation and test sets as well as the heart rate root loss for each set of weights.
Next, we compare the performance of models selected based on heart signal loss with those selected based on
heart rate loss. In the subsequent section, we present the findings of our study, which indicate that a low overall
signal loss does not necessarily correspond to low heart rate estimation error. Additionally, we demonstrate that
there exists a weaker correlation between the signal losses and the heart rate loss, further emphasizing the need
to consider alternative evaluation metrics when selecting the best-performing models for heart rate estimation.

Our experiments utilise the rppg-toolbox repository developed by [Liu et al., 2022]. For a fair comparison
we follow the same training steps while saving the model weights after each epoch, then we use our own
approach to find the best set of weights. With regards to specific hyperparameters and feature shapes, we
follow the default configurations provided by [Liu et al., 2022] in their implementation.
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3.1 Dataset

As we wanted to compare our results with the state-of-the-art, following the work presented in [Liu et al., 2022],
we use the Pulse Rate Detection (PURE) [Stricker et al., 2014] and the University Bourgogne Franche-Comte
(UBFC) [Bobbia et al., 2019] public heart rate datasets as separate train and test datasets.

PURE: The PURE dataset contains acquisitions of 10 subjects (8 male and 2 female) performing different,
controlled head motions. Six one-minute acquisitions were carried out per subject, the videos were captured
at a frame rate of 30 Hz with a cropped resolution of 640x480 pixels. The heart signal ground truth data was
simultaneously collected using a finger clip pulse oximeter at a sampling rate of 60 Hz. The setups for each
acquisition were: Steady, talking, slow translation, fast translation, small rotation, medium rotation.

UBFC: The UBFC dataset contains data of 42 subjects sitting in front of the camera playing a time sen-
sitive mathematical game (aimed at augmenting heart rate) while simultaneously emulating a normal human-
computer interaction scenario. The video acquisition is carried out at 30fps with a resolution of 640x480. A
pulse oximeter was used to obtain the ground truth data.

3.2 Data Pre-processing

As the PURE dataset frame rate and sensor sampling rate are mismatched, we downsample the heart signal
to 30Hz using interpolation. Following that, a Haar Cascade face detector is used on all the frames to locate
the subject’s face and a square crop is extracted. The crop is resized to 72x72 for DeepPhys and TSCAN and
128x128 for PhysNet. Following that, the input feature (i.e. frames) representation is generated by calculating
the normalized frame differences (differences between consecutive frames) and concatenating that to the stan-
dardized raw frames along the channel dimension to create a NumPy array of the shape [N, W, H, C] where N
is the length of the sequence, W is the width of the frames, H is the height of the frames, and C is the chan-
nels (with a value of 6). For faster data loading, each videos in the datasets is typically broken up into several
“chunks” of non-overlapping 180 frame sequences (for PhysNet the chunk size is 128 instead as the model only
supports factors of 512; this will be further explained below). The PPG waveforms (labels) are stored as numpy
arrays in a [1, N] format [Liu et al., 2022].

3.3 Deep Neural Networks

DeepPhys: a 2D CNN that consists of two branches, motion and appearance branches, each made up of
several convolutional layers. The motion branch takes in normalized frame differences. while the appearance
branch takes in frame averages. However, the implementation provided by [Liu et al., 2022] utilizes raw frames
instead of frame averages. The appearance branch generates an attention mask which is then fed to the motion
branch to emphasize regions of the face with high physiological information.

DeepPhys
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Figure 1: DeepPhys Architecture
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TSCAN: An advanced implementation of DeepPhys where each of the main convolutional layers in the
motion branch is preceded by a temporal shift function which performs a pixel shift across a certain number of
frames (referred to as frame depth). As each frame represents a slice of time, this operation allows regular 2D
convolutional to access temporal information without needing to use computationally-heavy 3D convolutions
thus allowing for real-time applications.
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Figure 2: TSCAN Architecture

PhysNet: This model leverages 3D convolutions as part of a traditional feed-forward CNN. Unlike with
DeepPhys, where the architecture complexity would mean that using 3D convolutions would prevent real-time
applications, PhysNet’s 3D implementation is deemed by the authors as real-time compatible. And while
they present a 2D convolutional RNN alternative implementation, the significant performance improvement
demonstrated by the first implementation is why it is the implementation used in the rppg-toolbox as well as
the presented work.
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Figure 3: PhysNet Architecture

3.4 Model Training

While the authors in [Liu et al., 2022] present the results when training on both PURE and UBFC, the results
shown in the second scenario were all beyond the accepted error range for remote heart rate estimation (< 5
bpm RMSE [Poh et al., 2010b]). Therefore, we choose to focus on the first case, training on PURE and testing
on UBFC.

We trained all three architectures on 80% of the PURE dataset and used 20% as a validation set. We used
a batch size of 4 for all models, however, in this implementation, each chunk is considered a single "item",
meaning that batch of size 4 contains 720 frames (4 x 180); or in the case of PhysNet 512 frames (4 x 128). For
the DeepPhys and TSCAN models we use a frame depth of 10.

The models are all trained for 30 epochs using the mean square error loss function as well as the AdamW
optimizer [Loshchilov and Hutter, 2017]. The one cycle learning rate policy [Smith and Topin, 2019], which
anneals the learning rate from an initial learning rate to some maximum learning rate and then from that max-
imum learning rate to some minimum learning rate much lower than the initial learning rate, was used. The
maximum learning rate chosen was the initial learning rate itself, 9e-3, which means that the scheduler essen-
tially acts as learning rate decay policy. After each epoch, the model weights are saved, losses and accuracy are
then calculated after training is complete.
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4 Experimental Results

After training is finished, we calculate the validation set signal loss, test set signal loss, and test set heart rate
loss. Following that, we calculate the test set heart rate loss for the model weights that gave the lowest validation
set and test set signal losses and compare the heart rate accuracy for all three set of weight as well as with the
results reported in [Liu et al., 2022] for all three architectures.

4.1 Heart Rate Error

To calculate heart rate error, the model outputs were concatenated then de-trended. The output signal is then
filtered using a Butterworth bandpass filter with cutoff frequencies of [0.75, 2.5] Hz. The average ground truth
and predicted beat per minute (bpm) heart rates are calculated for each subject using the Fast-Fourier Transform
(FFT) power spectrum analysis. These bpms are then used to calculate the overall model RMSE.

4.2 Results

We compare the results obtained using the best set of weights as defined by our approach, the validation loss,
and the test loss, as well as the results reported by the author [Liu et al., 2022] in table 1.

For both DeepPhys and TSCAN models, we are only able to obtain results similar to those reported in
[Liu et al., 2022] using our approach. In fact, following the two evaluation methods mentioned in the provided
implementation (validation loss and last epoch), the results obtained are quite worse than the reported results.

PhysNet presented the most interesting results, using losses to find the "best" weights, the results we got
were fairly close to the reported results (albeit beyond the acceptable range). However, using our approach, we
found a set of weights that reduced the RMSE by a factor of 4, bringing it to near-medical accuracy.

Figure 4 compares the normalized model signal losses and heart rate loss per epoch for each of the models.
At first glance, it is visible that validation and test signal losses have a strong correlation. This, however, is not
applicable to the heart rate test error. For DeepPhys, the heart rate loss continuously fluctuates regardless of the
downward trends exhibited by both signal losses. For the TSCAN model, accuracy heavily fluctuates within
the first 5 epochs then remains fairly stable except at epoch 12. While it might be assumed this is correlated to
the increase in both losses, we don’t observe this behaviour at the other spikes in loss such as epochs 14 and
10. For PhysNet, the accuracy fluctuates quite rapidly, less so between epochs 15 to 20, while showing more
sensitivity to changes in test signal loss.

This is further supported by the correlation coefficients presented in table 2 below. For both CAN models,
the correlation coefficient of the losses is 20-70% higher than the correlation between the signal losses and
heart rate RMSE. For PhysNet, the signal loss correlation is a bit lower, but the signal loss and heart rate RMSE
correlation show proportional drop.
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Our Approach | Using Validation Loss | Using Test Loss | Last Epoch | Reported
DeepPhys 2.49 2.98 5.72 2.98 2.53
TSCAN 2.40 3.04 2.96 2.97 241
PhysNet 1.04 5.52 5.10 6.99 4.49

Table 1: Beat per minute RMSE comparison of our results and results reported in the rppg-toolbox paper

Valid Loss and Test Loss | Valid Loss and HR RMSE | Test Loss and HR RMSE
DeepPhys 0.90 0.58 0.53
TSCAN 0.94 0.62 0.79
PhysNet 0.69 0.38 0.39

Table 2: Pearson product-moment correlation coefficients of losses and HR error for the three models
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Figure 4: Comparison of losses and accuracy for all models

5 Conclusion

In this paper we present the hypothesis that the loss calculated directly from an video-based r-PPG supervised
deep model, typically used for model evaluation, does not necessarily measure how well that model estimates
the heart rate, given that those two are distinct tasks. Instead, the beat per minute root mean square error (or
some other error metric) should be calculated for each set of weights saved during training to find the best
model. We demonstrated how using this approach can allow researchers to find the best set of weights for
three different state-of-the-art supervised deep learning networks trained and tested on publicly available data.
Additionally, we showed that, across all training epochs, heart signal and heart rate losses do not have a strong
correlation.

The results shown highlight the need to use error metrics crafted for the task the deployed model is meant
to solve when selecting the model weights to utilize. It, however, does not discourage the use of a different
error metric for training, as all the models presented in this study were trained using signal loss yet manage to
demonstrate impressive performance once the right set of weights is found.
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Abstract

This paper presents a summary of an ongoing doctoral research focused on evaluating the quality of
experience (QoE) and visual attention aspects of spatial audio in 360° videos. With the increasing popularity
of virtual reality (VR) applications, it is crucial to understand the impact of spatial audio on user perception
and engagement. The research investigates the influence of spatial audio on visual attention patterns within
immersive 360° video environments in addition to subjective and objective measures of QoE. This paper
provides an overview of the research objectives, experimental setup, methodology, overview of findings
based on the analysis of subjective, objective and intrinsic data, and future directions.

Keywords: 360° videos, Ambisonics, Visual attention, Quality of Experience

1 Introduction

In recent years, the popularity of VR applications, particularly 360° videos, has significantly increased. These videos
are experienced through Head Mounted Display (HMD) technology, offering users a more immersive and
interactive viewing experience. However, streaming 360° videos to HMDs presents numerous challenges, including
limited bandwidth, storage, and computational resources. Additionally, factors such as low motion-to-photon delay
expectations, complex view adaptation, understanding of 360° video Quality of Experience (QoE) [Shojib et al.,
2021], and the influence of visual attention [Huang and Wang, 2020] on user perception need to be understood.

Visual attention refers to the selective process through which our brains focus on specific information from
our environment. It enables efficient extraction of relevant information and understanding of our surroundings.
Various techniques have been developed for visual attention modeling, incorporating saliency feature vectors,
object-based attention, and salient maps. Understanding visual attention is crucial for optimizing video content and
delivery, ultimately enhancing the user experience.

While visual attention has received considerable research attention, the impact of audio, particularly spatial
audio, on visual attention in immersive media has been relatively overlooked [Kim et al., 2020]. Current research
predominantly focuses on analyzing attention in conventional non-spatial sound videos, neglecting the immersive
multimedia context. Spatial audio, which adds depth and directionality to sound, has gained attention for its ability
to create a more realistic VR experience. Investigating the role of spatial audio in visual attention is essential for
enhancing the overall quality of VR experiences [Xylakis et al., 2020].

Ambisonics, a technique for capturing and reproducing 360° audio, has gained popularity due to its ability to
provide an immersive audio experience in VR [Innes and Shellard, 2005]. This technique involves recording sound
from all directions and encoding it into a multi-channel format, enhancing the sense of presence and realism. Higher-
order Ambisonics formats offer greater spatial resolution and immersion, enabling precise localization of sound
sources [Politis et al., 2018].

With the increasing adoption of VR and 360° videos, understanding the Quality of Experience (QoE) has
become paramount. QoE encompasses the overall subjective user experience while interacting with multimedia
applications and is influenced by factors such as content quality [Raake, 2014], network conditions [Xue et al.,
2011], device performance [Singh and Kapoor, 2018], and user expectations [Li et al., 2016]. In the context of VR
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and 360° videos, QOE plays a crucial role in determining the level of immersion and presence experienced by users
[Wang and Li, 2021]. Investigating QoE provides valuable insights into user preferences [Shahriar and Shiratori,
2015], behavior [Ahmed et al., 2019], and perception [Wang et al., 2016], allowing the design of more effective and
engaging applications.

This doctoral study explores the impact of different sound conditions, including no sound, first-order
ambisonics(FOA) sound, high-order ambisonics(HOA) sound, and stereo sound, on visual attention and QoE of
participants watching 360° videos wearing a VR headset. The study involves analyzing objective (head pose, eye
gaze fixations), intrinsic (pupil diameter, heart rate) and subjective data (user questionnaire) to provide insights into
the impact of spatial audio on visual attention and QoE in 360° videos.

The remainder of this paper is organized as follows: Section 2 provides an overview of state-of-the-art,
Section 3 describes the experimental setup, Section 4 outlines the research methodology, and Section 5 presents
details about the dataset. Section 6 presents the statistical analysis of the subjective questionnaire, and finally,
Section 7 concludes the paper and discusses future work.

2 State of the Art

Numerous studies have examined visual attention in 360° videos, shedding light on the subject over the past decade.
[Jean et al., 2017] conducted research on viewer attention in 360° videos and created a dataset containing sensor
data and content information. The dataset consisted of ten YouTube videos categorized into three groups: Computer
Generated (fast-paced), Natural Image (fast-paced), and Natural Image (slow-paced). Viewer orientations were
captured using OpenTrack, an open-source head tracking tool integrated with HMD sensors.

[David et al., 2018] presented a publicly available dataset of head and eye movements recorded during a free-
view trial where participants wore VR headsets equipped with eye trackers. The dataset encompassed 360° videos
played without audio and included saliency maps and scan paths in addition to the videos. The impact of sound on
visual attention in 360° videos was explored by [Chunjia et al., 2014]. They conducted eye-tracking tests with 60
videos under various conditions: videos with audio-video (AV) and videos without audio (V). Their findings
suggested that the effect of sound depended on the consistency between visual and audio signals. Interestingly, they
discovered that audio had minimal or no influence on visual attention when the sound sources precisely matched
the salient objects in the video. However, when the sound sources differed from the salient objects, they tended to
attract participants' attention.

[Marighetto et al., 2017] investigated the influence of audio on visual attention in non-360° videos. Their
eye-tracking dataset comprised eye positions recorded during four eye-tracking studies. Participants watched videos
under different audio conditions (with or without sound) and visual groups (moving objects, landscapes, and faces).
The study revealed that audio-visual content consistently resulted in less dispersion of eye gaze compared to visual-
only content. The presence or absence of sound influenced the spatial distribution of eye gaze, particularly in the
face category. [Wu et al., 2017] introduced a head tracking dataset containing user behaviour patterns in VR
applications. The dataset included data from 48 users watching 18 spherical videos across five categories. Users'
head movements, directions of focus, and remembered content after each session were recorded. However, the
videos were accompanied by non-spatial sound.

Additionally, [Almquist and Almquist, 2018] investigated the viewing behaviours of subjects experiencing
various 360° videos from different categories using HMDs. Data related to head orientation and rotation speed was
collected through the HMD sensors as the subjects watched the videos. The study found that the distribution of
viewing angles heavily depended on the content of the video, with viewers spending considerable time looking at
the front in the Static Focus and Rides categories. The Exploration and Moving Focus categories exhibited a nearly
linear distribution, with yaw rotation being the most common compared to pitch and roll rotations.

These studies have contributed valuable insights into visual attention and the role of audio in immersive
media. However, the novelty of this research lies in its approach to evaluating visual attention and QoE in 360°
videos. Specifically, the research utilizes head pose and eye gaze data to assess visual attention. This approach goes
beyond analysing only head movements or eye-tracking data to gain insights into the specific elements of the video
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that viewers are focusing on. By incorporating eye gaze data alongside head pose data, a deeper understanding of
viewer engagement with the content in 360° videos can be achieved. Moreover, the research evaluates QoE through
pupil dilation measurements and subjective questionnaires. Pupil dilation is a physiological response that has been
linked to cognitive and emotional processing. By analysing pupil dilation, researchers can gain insights into viewers'
cognitive and emotional responses to the 360° videos. This comprehensive approach provides a more holistic
understanding of the user experience beyond relying solely on traditional subjective questionnaires. Additionally,
the research explores the influence of different audio types on visual attention and QoE in 360° videos. This aspect
is of significant importance as audio can have a profound impact on the viewer's overall experience of the video.

3 Experimental set up and presentation systems

3.1 Experimental Setup

This section provides an overview of the experimental setup, including details on the laboratory design, the
presentation system used for immersive media, and the techniques employed to capture user head pose, gaze, and
physiological data.

3.1.1 Laboratory Design

The laboratory design followed the recommendations outlined in [ISO 8589, 2007], which provides guidelines for
designing test rooms for sensory analysis. Fig. 1 illustrates a test subject participating in the experiment within our
laboratory. Table 1 outlines the hardware and software components utilized for the experiment.

3.1.2 Presentation System

3.1.2.1 Selection of 360-degree videos

For the experiment, a set of ten 360° videos with FOA and HOA sound were chosen from a pool of recordings
available at [Farina, 2020]. The selection criteria considered factors such as video length, content, resolution, and
Ambisonics sound order. The videos were divided into two categories: indoor and outdoor, with five videos in each
category. Within these categories, the videos were further subcategorized as Opera, Instrument, Riding, and
Exploration. To ensure impartial presentation to participants, the videos were randomly stitched together to form
two 300-second (60-sec * 5) segments—one for the indoor category and one for the outdoor category—using the
ftmpeg [Ffmpeg, 2021] tool. The selected videos were processed to have a duration of 60 seconds each, stitched
together, and the Ambisonics sound was converted to stereo for non-spatial audio experience or removed entirely.
The videos did not include any narrative or subtitles.

The five videos in the Indoor category depicted an Opera performance with actors on an elevated platform
and an orchestra performing below the platform. The camera remained stationary, positioned between the platform
and the orchestra. Each video began with the participant facing the stage where the actors were performing. The
other five videos belonged to the Outdoor category and were exploratory in nature, lacking a specific focal point for
immediate visual interest. These videos contained sound-emitting objects, some of which were stationary, such as
a clock tower or a person playing a musical instrument while seated, while others were in motion, such as people
talking while walking or ducks quacking while wading in water. Fig.2 shows some of the representative frames for
videos in the Indoor and Outdoor categories.

3.1.2.2 Video presentation

The GoPro VR player [GoPro, 2020], a free 360° video player, was employed to present the videos on the HTC
Vive headset with an integrated Tobii Pro eye tracker [Pro, 2018]. The VR player transmitted 360° video playback
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information, including camera orientation, video URL, playback status, and playback position, to a port on the
system running the experiment. This allowed viewers to watch the 360° videos from any orientation, with their
movements recorded as yaw, pitch, and roll angles (refer to Fig. 3a, b, and c).

3.1.2.3 Audio presentation

Although the HTC Vive headset came with an audio strap providing integrated earphones, the Beyerdynamic DT
990 Pro headphones [Beyerdynamic, 2020] were utilized to present the various forms of audio. These headphones
feature larger open-back ear cups, which facilitate more natural and clear hearing, as recommended by the
manufacturer.

3.1.3 Head Pose, Gaze, Pupil Diameter, and Heart-rate Data Acquisition

Python scripts were developed to capture pose, gaze, and pupil diameter data for each frame of the 360° video
sequence. The pose data included the yaw, pitch, and roll angles measured in radians. Gaze data recorded the X and
Y coordinates of the participant's point of focus on the screen, while pupil diameter data measured the size of the
participant's pupils. The collected data was saved in CSV files for each participant, which were subsequently used
for data analysis purposes. The integration of the Tobii Pro eye tracker with the HTC Vive headset allowed for
simultaneous recording of pose and gaze data, enabling the analysis of the correlation between head movement and
visual attention.

To collect heart rate data, we utilized the E4 wristband [Empatica, 2023], a medical-grade wearable device
that offers real-time data acquisition and software for in-depth analysis and visualization. Following the official
installation guide, we set up the hardware, and the E4 Connect application was used to capture physiological
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Figure 3a, b, c: Yaw, Pitch and Roll angles adapted from [28]
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lab
Component | Vendor/Specifications Used For
PC Intel Core™ i5 — 4590 | Running the hardware
CPU @ 3.30GHz, 10.0 | and software for the
GB RAM, 16GB nVidia | immersive
GTX 970 Graphics Card, | environment
Windows 10
HMD HTC Vive with Tobii Pro | Watching 360° videos
VR Integration
Headphones | Beyerdynamic DT 990 | Listening to non-
Pro spatial/spatial audio
360° Player | GoPro VR Player Playing 360° videos to
the HMD, obtaining
head orientation as
L yaw, pitch and roll
Figure 2: Representative frames for Indoor and Outdoor scenes 360° videos Audio-visual
(Top — Opera Stage, Orchestra; Bottom — Town square with clock presentation to
tower, Man riding a motorbike with two dogs following) participants
Wristband E4 Collecting
physiological data

Table 1:Experiment setup components
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data during the experiment.

Overall, the experimental setup included a controlled laboratory environment designed according to ISO
standards. The presentation system employed the GoPro VR player for video playback on the HTC Vive headset,
with audio presented through Beyerdynamic headphones. Head pose, gaze, and pupil diameter data were captured
using Python scripts and the Tobii Pro eye tracker integrated with the headset. Additionally, heart rate data was
recorded using the E4 wristband. These data acquisition techniques allowed for comprehensive analysis of user
responses and behaviours during the viewing of 360° videos.

4 Methodology

The research methodology employed in this study follows an experimental evaluation approach, drawing inspiration
from various sources such as [Keighrey et al., 2017], [Hynes et al., 2019], [Egan et al., 2016], and ITU-T
recommendation P.913 [ITU, 2016].

4.1 Participants

A convenience sampling approach was used to recruit a total of 73 participants, consisting of 45 men and 28 women,
with an average age of 29 years. Among the participants, 26 had prior experience with VR, while 26 had no prior
experience. VR experience was not recorded for the remaining 19 participants, who were the initial participants
when the study began.

4.2 Assessment Protocol

The assessment protocol consisted of five main phases: the information phase (10 minutes), screening phase (10
minutes), training phase (5 minutes), testing phase (10 minutes), and a subjective questionnaire (5-10 minutes).

During the information phase, participants were provided with detailed information about the experiment and
had the opportunity to ask questions before signing a consent form. The screening phase involved evaluating
participants' visual and auditory acuity, as well as screening for colour perception using tests such as Snellen
[Provisu, 2021] and Ishihara [Colblindor, 2021], and an auditory test [Pigeon, 2020]. In the training phase,
participants watched a 60-second 360° video to familiarize themselves with the VR environment and underwent a
calibration process. The testing phase consisted of participants watching two 300-second, 360° video segments, one
recorded indoors and the other outdoors in one of the four sound conditions (no sound, stereco, FOA, or HOA sound).
Finally, each participant answered a subjective questionnaire that assessed their perception of presence, immersion,
and spatiality of sound after watching the stimuli. The entire assessment took approximately 40-50 minutes on
average.

4.3 Questionnaire and Rating Scale

A questionnaire comprising twenty questions [Hirway, 2023] was developed to evaluate participants' perception of
presence, immersion, and spatiality of sound. Inputs from [Rigby et al., 2019] and [UC Lab, 2004] were considered
during the questionnaire development process. The questionnaire utilized the absolute category rating (ACR) system
described in [ITU, 2016]. Participants rated each question using a five-point Likert scale, indicating their level of
agreement or disagreement with each statement.

5 Dataset description

The dataset used in this study consists of ten videos, five in the indoor category and five in the outdoor category.
Each video has a duration of 60 seconds, resulting in a total of 600 seconds of video playback for each participant.
The videos are numbered and categorized accordingly. Participants watched the videos in a randomized order within
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each category, with the indoor sequence played first, followed by the outdoor sequence. Each participant
experienced only one sound condition across all the videos, which was randomly selected from options such as no
sound, stereo, FOA, or HOA sound.

The dataset is organized into eight folders: foin, fout, hoin, hout, nsin, nsout, stin, and stout. Each folder
corresponds to a sound condition in both indoor and outdoor environments. Within each folder, there are three
subfolders: gaze data (_gazedata), heart rate data (_HR), and pose data (_posedata). The gaze data includes
information about gaze and pupil diameter for both the left and right eyes. The pose data contains yaw and pitch
information, representing head movement. The heart rate data captures participants' heart rate during the experiment.
The data is stored in CSV files, with file names indicating the type of data, timestamp, and sequence of videos
watched by the participant.

The gaze data consists of 146 files, with approximately 36,000 samples in each file, capturing the participants'
gaze information throughout the 43,800 seconds of video playback. The heart rate data comprises 73 files, providing
information on heart rate in different conditions. The pose data includes 146 files, each containing around 36,000
samples, representing participants' head pose during the video sequences.

We have included a subset of files from the complete dataset to provide readers with representative examples
showcasing the data's characteristics and structure. [Hirway, 2023].

6 Statistical Analysis of Subjective Questionnaire

An ANOVA was conducted with a 95% confidence level to compare the mean responses between the sound
condition groups. The results indicate that sound conditions influenced participants' ability to retain attention,
conscious awareness of the real world, perception of experiencing the content, enjoyment of the experience,
engagement of senses, and naturalness of interaction. HOA sound consistently received the highest mean responses
for these measures, followed by FOA sound and stereo.

The findings from the analysis of the subjective questionnaire [Hirway, 2023] suggest that the presence and
nature of sound significantly impact users' immersive experience and quality of interaction while watching the 360°
videos. Participants reported higher levels of attention retention, enjoyment, engagement of senses, and perceived
naturalness of interaction when exposed to HOA sound compared to other sound conditions. The use of spatially
accurate sound, such as HOA, appeared to enhance the overall immersion and presence within the virtual
environment. Furthermore, the absence of sound seemed to increase participants' conscious awareness of the real
world, indicating that sound can serve as a means of distraction from external surroundings. The perception of
experiencing the content, rather than just watching it, was also enhanced by the presence of sound, with participants
reporting a greater sense of immersion and involvement in the virtual environment.

These findings have implications for content creators and developers of immersive media. They highlight the
importance of carefully considering sound design and its spatial characteristics when aiming to create captivating
and engaging experiences for users. The use of HOA sound, in particular, can offer a more realistic and immersive
auditory environment, providing users with a heightened sense of presence and a natural interaction with the content.
Overall, the statistical analysis of the subjective questionnaire underscores the significance of sound conditions in
shaping users' perception, immersion, and quality of experience in virtual environments.

7 Conclusions and Future Work

In conclusion, the research conducted thus far has made significant contributions to understanding visual attention
in the context of 360° videos. By analysing a comprehensive dataset that captures viewers' responses to different
sound conditions, valuable insights have been gained regarding their visual attention, physiological reactions, and
subjective perceptions. The findings shed light on the impact of sound on immersive experiences and offer important
considerations for optimizing content delivery in VR and 360° videos.

One of the key findings of this research is the influence of HOA sound on viewers' physiological arousal.
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The data revealed that when participants watched videos with HOA sound, their heart rate increased, indicating
heightened physiological arousal compared to other sound conditions. This suggests that the complexity and
richness of spatial audio can induce a stronger physiological response and potentially enhance the overall
engagement and immersion of viewers. Moreover, the analysis of gaze fixations demonstrated that videos with
spatial audio resulted in more evenly distributed gaze patterns. Participants exhibited a more comprehensive
exploration of the visual content when immersed in environments with HOA sound. This suggests that spatial audio
has the potential to guide and shape viewers' visual attention, creating a more captivating and interactive viewing
experience.

Subjective ratings provided by the participants further supported the benefits of HOA sound. The HOA sound
condition consistently received the highest ratings for realism and clarity, indicating its superiority over stereo and
FOA sound. This finding emphasizes the importance of incorporating spatial audio techniques, specifically HOA,
to enhance the perceived quality and authenticity of virtual environments.

Looking ahead, future work will focus on conducting joint correlation analysis to delve deeper into the
relationships between participants' head pose, pupil diameter, eye gaze, and heart rate data. By examining these
variables in conjunction, researchers can uncover intricate patterns and uncover hidden connections that may not be
apparent when analysing each factor individually. This integrated approach will provide a more comprehensive
understanding of viewers' behaviour and physiological responses during immersive experiences, ultimately
contributing to the development of more effective and engaging VR and 360° video content.

Additionally, the dataset collected for this research will continue to serve as a valuable resource for
researchers in the field. It can be utilized for further investigations and advancements in VR and 360° video
technologies, enabling other scholars to explore different aspects of visual attention and immersive experiences. By
sharing this dataset, the research community can collaboratively work towards enhancing the understanding of
human perception in virtual environments and contribute to the development of more immersive and captivating
virtual experiences.
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Abstract

The potential of technology-based interventions for children with autism spectrum disorder (ASD)
has received significant attention in recent years. In particular, immersive and interactive technologies
such as virtual reality (VR) are being compared with traditional approaches. VR interventions claim to
bring a richer experience to children with ASD. However, with it comes the potential risk of more sensory
stimulation. The existing evaluations are focused on user evaluation, and then there is a gap in the expert
evaluation of the autism intervention system to appropriately inform the design of such interventions. In
this paper, the author proposes an expert evaluation-based method to conduct a comprehensive test of
autism intervention systems.

Keywords: ASD, Children, Intervention, Expert Evaluation, VR.

1 Introduction

Autism spectrum disorder (ASD) is a complex
developmental disorder. Individuals with ASD may be [ Application/System ]
known to display limited facial expressions, atypical !

attention patterns, and delayed communication and Usability Evaluation ‘

cognitive abilities [Hyman et al., 2020]. Especially, _/‘\

children with ASD are reported to have challenges in User Group Expert Group
social situations compared to typically developing (TD) ‘ o) '
peers [Broekhof et al., 2015]. These symptoms in gxiz xxx
individuals with ASD are associated with impaired 555

theory of mind (ToM) [Astington and Jenkins, 1995],
which makes people affected usually experience
difficulty in understanding and interpreting the feelings and desires of others. Intervention can help to develop
strategies for ToM in children with ASD in the early stage [Tager-Flusberg, 2007] and acquire basic social skills.
Therefore, interventions targeting children are important. The combination of virtual reality (VR) technologies
with traditional interventions in recent years has given rise to multimedia interventions. Meanwhile, the evaluation
of VR intervention requires more attention.

Currently, the autism intervention systems are tested by people with ASD. The research on the evaluation
of interventions for adults with ASD includes recording and analysing subjective, objective, and physiological
data [Adjorlu et al., 2019, Zhang et al., 2017]. There are fewer studies on interventions for children with ASD,
where accurate feedback cannot be provided due to difficulty with language comprehension in children with ASD
[Kjellmer et al., 2012]. These assessments are therefore either subjective by parents and therapists [Miller et al.,
20201, or objectively through their performance data as required by the intervention [Scattone, 2008, Uzuegbunam
et al., 2017].

Children with ASD may be overreactive to sensory input and special environments [Corbett et al., 2009].
So, there are many potential challenges to evaluating multimedia-based interventions with them. Also, due to the
fact that the user group is children with ASD, they provide very limited subjective feedback in terms of system
measurement. There is a lack of comprehensive and professional evaluation of the intervention for children with

Figure 1: Usability evaluation method.
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ASD, even though the systems are designed based on therapist advice [Scattone, 2008, Miller et al., 2020] or
heuristic evaluation principles [Moreno et al., 2020]. The usability evaluation can be done in two methods, user
evaluation and expert evaluation [Nielsen, 1994, Molich and Dumas, 2008], as shown in Figure 1. The former is
primarily a test for target users, while the latter is a test of the system by a small number of experts in a particular
field.

The expert evaluation method has been used to measure VR applications [Kloster and Babic, 2019, Kangas
et al., 2022, Sutcliffe and Gault, 2004]. Experts can imagine the problems that users may encounter, also, they can
identify problems in the system that users may not notice [Molich and Dumas, 2008]. Compared with evaluating
the intervention system by testing children with ASD, the expert evaluation will be more detailed and
comprehensive to help to design the system more accurately. Moreover, they can identify potential threats in the
system and keep the children out of harm’s way.

Hence, this paper presents an expert evaluation method to measure the VR intervention for children with
ASD. Different from previous studies, it brings a new perspective to testing and evaluating the system. The
remainder of this paper is structured as follows, Section 2 introduces existing VR evaluation, and Section 3
presents the design of the expert evaluation.

2 Related Work

This section introduces related works to this research.

2.1 The Usability of User Evaluation for VR Interventions

Current VR intervention studies focus on testing with targeting users. Interventions for adults and adolescents can
be tested and evaluated by users, but the interventions for children are tested on children and evaluated by non-
users (their parents/therapists).

2.1.1 User Testing and Non-Users Evaluation

A VR training evaluation was presented by [Miller et al., 2020]. It focused on teaching children with ASD to gain
air travel skills and measure their experience through parents’ feedback and clinic observations. Five children
(aged 4-8 years old) attended and used iPhone X with a Google Cardboard device to experience the VR
intervention. Their parents quantified their travel skills on a 5-Likert Scale air travel questionnaire by pre-and
post-intervention. A 4-Point clinical activity checkpoint (check-in, security, waiting at the gate, and boarding) was
used during the intervention. A speech-language pathologist captured the clinical observations after each session
and completed the responses to clinical communication observations. The results of the parents’ questionnaires
and clinical observations showed that the children’s air travel skills improved after the intervention. The
advantage of parental feedback is that they know their children very well, but their feedback is more subjective
and focuses on their children’s performance and lacks professional evaluation of the system.

A communication screen-based intervention [Scattone, 2008] collected the objective data of a nine-year-old
boy through audio and video recorders, including eye contact, smile, and initiation as they occurred during the
experiment. The experiment consisted of a baseline recording, a video story intervention, and 5 minutes of social
interactions. The boy repeated the intervention 1-2 times per week. After three months, the boy’s eye contact
improved, but the other two targeted skills did not significantly increase. The study showed the video story has the
potential possible to help children with ASD to improve their conversation skills. Another study [Uzuegbunam et
al., 2017] invited three children (aged 7-11 years old) to practice social etiquette skills based on a computer
screen. It recorded the users’ body movements data, greeting responses time, frequency of greetings, and eye gaze
data. Also, this experiment contained three phases, baseline, intervention, and maintenance. The children had the
intervention for 6-14 days and then their maintenance results showed that only one child improved in all targeted
skills, and the other two only improved in eye contact. The above studies can be summarised that the evaluation of
children's performance takes longer because it requires documentation of baseline, intervention, and maintenance
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for data comparison. At the same time, it increases the risk of children being exposed to experiments.

2.1.2 User Testing and Evaluation

A head-mounted display (HMD)-based VR music intervention [Adjorlu et al., 2019] to reduce social anxiety in
adolescents with ASD, collected their subjective feedback through pre-and post-questionnaires. Three male
participants (aged 18-20 years old) completed the experiment. They were asked to finish the Liebowitz Social
Anxiety Scale (LSA) questionnaire with 5 Smiley-Likert Scale for measuring their anxiety level and frequency
before the experiment. After the VR intervention, to explore the participants’ immersive experience, they were
asked to answer four questions from the Witmer Singer Presence Questionnaire (PQ) and four questions from the
Immersive Tendency Questionnaire (ITQ), all using 7 Smiley-Likert Scale. One participant failed because he
could not understand the questions, and the rest of them reported their feedback through the questionnaires. From
this it can be seen that the data of the questionnaire (user subjective data) may be unreliable, the questionnaire
requires users to have language comprehension skills, but users with ASD may not understand the questions fully.

Another HMD-based VR driving intervention [Zhang et al., 2017] was designed to improve the driving
skills of adolescents with ASD and measure cognitive load through driving performance, questionnaires, and
physiological signals. During the experiment, twenty participants (aged 13-18 years old) were asked to complete
the questionnaires to rate their affective and cognitive states. Meanwhile, various sensors collected the data,
including electrocardiogram (ECG), electromyography (EMG), respiration (RSP), skin temperature (SKT),
photoplethysmography (PPG), and galvanic skin response (GSR). The performance data included the brake
accelerator, failure times, and driving score. Comparing the different types of data, the results showed that
multimodal fusion schemes could provide a more accurate measure of users’ cognitive load. The design of the
questionnaire plays a vital role, which determines the quality of the evaluation, but using subjective data and
physiological signals to measure users’ experiences can enhance evaluation accuracy.

2.2 The Usability of Expert Evaluation for VR Systems

A Mobile VR application [Kloster and Babic, 2019] for neck exercise was evaluated by one physiotherapist
through an open-ended interview. He positively evaluated the prototype and gave advice that could make the neck
exercises more entertaining. Because according to his work experience, the patients are sometimes not self-
motivated enough to maintain the efficiency of their treatment. Also, six users participated in the test, but they
only reported feedback on the 5-Likert Scale, with no more subjective feedback compared to expert feedback. The
advantage of expert evaluation is experts can provide clear professional advice for the system based on their
experience.

An HMD-based VR medical landmarking system [Kangas et al., 2022] for identifying and marking
cephalometric landmarks was evaluated by a group of medical experts. The system can be used in three different
conditions: "VR+Controller”, "VR+Pen", and "Mouse+Display". Four medical experts participated in the
experiment, and each completed the three condition tests. The evaluation method included objective measures
(task completion times and marking accuracy) and subjective questions (evaluation of each interaction method
and ranking of all interaction methods). The objective results showed the "VVR+Pen" cost more time but had better
marking accuracy than other conditions. In the subjective feedback, "VR+Controller" had the highest praise, and
"WVR+Pen" was the last, but it was rated as having the most potential for development by experts. The other
advantage of the expert evaluation is that the experts with a small number can finish the comparison study.

Therefore, considering the advantages of expert evaluation (discussed above), the VR intervention for
children with ASD can be tested and evaluated by experts, especially in pilot tests. It not only solves the problem
of limited feedback for children with ASD but eliminates the risks of experimentation on them. Based on the
related works, the evaluation can be included implicit and explicit measurements to improve the evaluation
accuracy. The author proposes an expert evaluation design, including subjective questionnaires, objective
measures, and physiological monitoring in Section 3.
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3 Proposed Expert Evaluation Design

The author proposed the expert evaluation design, this section consists of a system introduction, participant
screening, and various measurements.

3.1 VR Intervention System Set Up

The VR intervention application in this research is based on the Social Story™ book designed to improve social
skills in children with ASD through experiencing immersive video stories [Zhang et al., 2023]. The application
was developed in Unity Version 2021.3.6f1 and can be used in two conditions, screen-based and HMD-based, as
shown in Table 1. Participants need to wear sensors to experience the intervention in two conditions and finish the
post-experience questionnaires. The whole process is around 10 minutes, including 5 minutes of baseline
recording, 2 minutes of intervention, and 3 minutes of completing questionnaires.

Condition Experience Device
Screen-based | 2D Story 24-inch computer screen
VR-based Immersive 3D Story | HTC-Vive Pro Eye

Table 1: The VR intervention application in two conditions.

3.2 Participants

According to ITU-T P.910's instructions on the number of experts required [P.910, 2022], the author plans to
invite four experts working in the field of ASD. At the same time, it is necessary to avoid the homogeneity of the
usability evaluator structure, resulting in insufficient evaluation objectively [Rosenbaum, 1989]. Considered
bringing together experts in different areas of ASD in the proposed plan, including a clinical psychologist, a
behavioural psychologist, a behaviour analyst, and a speech and language pathologist. The experts will complete
the two conditions experiments. The process aims to gain feedback from them on the application design and
evaluate the 2D and immersive 3D experience.

3.3 Subjective Questionnaires

The subjective questionnaires have consisted of three different types of questionnaires.

3.3.1 7-Likert Scale Questions

The 8 questions are selected from the 24-question Film Immersive Experience Questionnaire [Rigby et al., 2019]
based on the VR story intervention content, as shown in Table 2. The questionnaire is consisted of three factors:
immersion (Q1, Q3, Q6), enjoyment (Q2, Q5, Q8), and comprehension (Q4, Q7). The 8 questions need to be filled
after each experiment by experts, and the 7-Likert Scales aim to get the quantitative data from them.

Q1 | Towhat extent did the video hold your attention?

Q2 | Towhat extent did you enjoy the imagery?

Q3 | Towhat extent did you notice events taking place around you?

Q4 | To what extent did you find the concepts and themes easy to understand?
Q5 | Towhat extent did you feel motivated to keep on watching?

Q6 | Towhat extent did you feel you were focused on the video?

Q7 | How well do you think you understood what happened?

Q8 | Would you like to watch more of this, or similar content, in the future?
Table 2: The questions with 7-Likert Scales to evaluate the experience.
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3.3.2 Comparison Questions

The 3 questions shown in Table 3 are modified based on Kangas’s questionnaire [Kangas et al., 2022], which aims
to evaluate the screen-based and HMD-based and explore which experience is more acceptable for children with
ASD. The experts need to complete this comparison questionnaire by combing the VR story intervention
experience and imagining the needs of children with ASD to provide the indicative data.

Q1 | Which experience do you think the children with ASD would enjoy most?
Q2 | Which experience would be more appropriate for children with ASD?
Q3 | Which experience has more potential for development?

Table 3: The questions to compare the two different experiences.

3.3.3 Open-ended Questions

The open-ended questions as shown in Table 4 are served for upgrading the application through experts’ advice.
Also, experts need to explore the potential risk of the application and provide solutions.

Q1 | Where does the story content need to be improved?
Q2 | How about this scene (background music, light, colour, voice, time, character)?
Q3 | What are the potential risks for children with ASD in this application and how to avoid them?
Q4 | Which age group of children with ASD is this application suitable for?
Table 4: The Open-ended questions based on the application.

3.4 Objective Measures

In objective measures, the screen-based application and HMD-based application are different, as shown in Figure
2. The user interface of screen-based intervention is 2D and fixed by moving four virtual cameras. The HMD-
based intervention depends on the user’s head movement, users will freely look around in the immersive
environment. Unity Recorder is designed to record the user’s entire usage process as mp4 files. Microsoft Azure
Kinect DK records the body movements and gestures, which captures depth and colour images at a frame rate of

30 fps.
<

Screen-based

sy /.

HMD-based

Body
Movement,

Gesture

User
Interface

Figure 2: The objective measures recording of screen-based and HMD-based.

3.5 Physiological Monitoring

According to the ITU-T P.1320 standard, in addition to subjective questionnaires and objective measures,
physiological signals are also important in the system evaluation [P.1320, 2022]. It is associated with covert
processes that may cause emotional arousal. The heart rate (HR) and electrodermal activity (EDA) can reflect
people’s real inner activities, including stress levels and emotional reactions [Trotman et al., 2019, Prokasy, 2012,
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Bradley et al., 2001]. Eye data measurement consists of gaze tracking, eye blinking, and pupillometry for
measuring fatigue, cybersickness, and attention [Stern et al., 1994, Lopes et al., 2020]. Moreover, the head
movement data should be recorded due to the head movement triggers the eye muscles [Somisetty et al., 2019].
The HR and EDA data will be monitored by the E4 wristband, and the eyes and head data will be recorded by
HTC Vive Pro Eye and Tobii Pro Spark under two conditions separately, as shown in Figure 3.

S S Heart rate,
i Electrodermal activity ~ |
system
J
Gaze tracking,
Eye blinking,
Pupillometry \J> HMD-based
7

Position,
Orientation

assssrsss——w——— Screen-based

J/

Figure 3: The various sensors in physiological monitoring.

4 Conclusions and Future Work

This paper introduces the design of an expert evaluation method to measure VR intervention for children with
ASD. The aim is to obtain more professional and comprehensive feedback. The author summarised the existing
intervention evaluations and find out a gap in the evaluation of VR intervention for children with ASD, and then
proposed that the expert evaluation method could be used to fill this gap. Based on the content of the VR
intervention system, the author designed the evaluation includes post-experience questionnaires, objective
measures, and physiological monitoring. The author plans to test the expert evaluation method on the VR
intervention in future work.
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Abstract

In recent years, museums have become more interactive and immersive through the adaptation of
technology within large scale art exhibitions. Due to these changes, these new types of cultural experiences
are more appealing to younger audiences. Despite these positive changes, some museum experiences are
still primarily focused on visual art experiences. These remain out of reach to those with visual impairments.
Such unimodal and visual dominated experiences restrict these users who depend on sensory feedback to
experience the world around them. In this paper, the authors propose a novel VR experience which
incorporates multisensory technologies. It allows individuals to engage and interact with a visual artwork
museum experience presented as a fully immersive VR environment. Users can interact with virtual
paintings and trigger sensory zones which deliver multisensory feedback to the user. These sensory zones
are unique to each painting, presenting thematic audio and smells, custom haptic feedback to feel the
artwork, and lastly air, light and thermal changes in an effort to engage those with visual impairments.

Keywords: Virtual Reality, Visual Impairment, Multisensory, Accessibility, Immersive Experience

1 Introduction

There are many etiquettes which must be considered when attending a modern-day museum. Some examples include
minimizing noise and avoiding flash photography, but most important of all to not touch the items which are on
display. This etiquette is essential to the preservation of paintings and artifacts. However, this also limits the ability
of those with visual impairments to experience visual art. In recent years, museums have begun to explore new and
emerging technologies to present visual art which can be touched [1] [2] [3], with a prime objective of making the
experiences more accessible to those with visual impairments.

Visual impairments are disorders which can affect an individual’s ability to see or interpret visual information.
There are numerous forms of visual impairments which can affect how people perceive the world. Some common
problems range from challenges with blurred vision, sensitivity to light, and difficulties seeing at night. According
to [4], cataracts is the leading cause of blindness and the second leading cause of moderate and severe visual
impairment. Cataracts are primarily age related; however, they can occur as a result of injury to the tissue which
makes up the eyes lens. Individuals who experience symptoms of cataracts are limited in how they engage with
leisure activities such as visiting cinemas, theatres, and museums. Cataracts and other visual impairments affect not
only how people see but can also play into other aspects of general life.

Throughout history, there have been many artists who have thrived whilst experiencing a visual impairment,
examples of such include Claude Monet (cataracts) [5], Leonardo da Vinci (intermittent exotropia) [6], and Francis
Bacon (dysmorphopsia) [7]. Despite these limitations, these influential artists continued their journey within the
creative community and inspired generations. Although artists can develop methods to assist with the creative aspect
of art, the consumption of art is still somewhat effected. As a visual impairment evolves, individuals often become
more dependent on their sensory system to engage with the world around them [8]. The additional senses become
more important as people depend more on touch, smell, and auditory experiences as a primary method of
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understanding the world around them.

As technology has evolved, collections of art have transformed from the presentation of 2D canvas within
museums to fully interactive media experiences utilizing projection-based media [9], or immersive technologies.
Newer technologies such as touch-screen tablets and mobile phones include accessibility features to assist those
with visual impairments. This includes a level of customization to increase font size alter the appearance of colours,
provide access to magnification tools, and in some cases provide text-to-speech systems which guide users around
an interface. Although this form of accessibility is sufficient for 2D media experiences, next generation and fully
immersive technologies (Virtual, Mixed, and Augmented Reality) provide new challenges for inclusivity.

Traditionally, game development has focused on the creation of two dimensional (2D) or three dimensional (3D)
graphical worlds to immersive users. 2D games are generated using collections of image planes which have been
layered in the X and Y axis, the players view perspective is then limited to one axis. Meanwhile 3D games utilize
advanced graphical processing and allow the player to perceive a world in three dimensions (X, Y, and Z), players
are free to roam the world without view restrictions. Although traditionally consumed using monitors, advances in
technology now allow 3D games to be presented in virtual reality (VR) further immersing the user into a fully
simulated virtual world. Despite these advances in recent years, developers have begun to experiment with a new
style of graphical rendering known as 2.5D (2.5 dimensional).

In 2.5D, flat 2D image planes and 3D elements are mixed and layered to allow players to gain more depth and
immersion throughout gameplay. In this context, this paper presents a work in progress design and development of
an accessible multimodal VR museum exhibit which aims to present 2.5D virtual artworks. Each layer within the
2.5D composition will coincide with sensory zones to allow those with a visual impairment to experience
multimodal feedback from the works of art.

2 Related Work

Virtual reality has been explored as a tool for entertainment, education, retail, architecture, and virtual tourism. In
recent years, virtual reality has also been used as a tool to assist those with visual impairments to experience the
world around them. In [10], how virtual reality fostered embodied learning benefiting those with visual impairments
in teaching scenarios was investigated. This is because it engages multiple senses, including proprioception, body
movement, touch, and hearing, rather than focusing primarily on visual resources.

Exhibits which focus on accessibility are core to the development of new and inclusive experiences which allow
those with a disability or impairment to engage with cultural galleries. In 2021, the “Blind Spot” exhibit was
presented at the Central Museum in Utrecht [2]. It focused on stimulating all the senses. The exhibit presented a 4D
art experience using real world objects which allowed visitors to touch, smell, and hear audio all of which were
electively themed to the visual works. The primary objective of the exhibit was to make visual art more accessible
for those with visual impairments. Similarly, Spain’s Prado Museum which has created 3D copies of some of the
worlds most well-known visual art and made it part of the exhibit [1]. Utilizing a novel painting mixture, chemicals
react to create a 3D depth to the paintings surface allowing those with a visual impairment to feel the colour and
texture of the works.

Other examples of this can be seen in the work of tech startup NeuroDigital who are exploring the use of VR and
haptic feedback as a mechanism to interact with sculptures on display in museums. Their exhibit titled “Touching
Masterpieces”, appeared in the National Gallery of Prague. It aimed to transform physical objects into virtual objects
which people could “see” using a haptic glove technology [3].

The work of [2] [1] [10] and [3] highlights the importance of stimulating the senses for individuals with visual
impairments. As the ocular system degrades, a greater dependency is placed on the other 4 senses. Existing work
has emphasized the importance of using audio to assist with localization [11] and present on-demand audio
descriptions to improve independent access to and understanding of visual artworks [12]. Other sensory works have
explored the utility of using thermal changes to convey depth and colour [13] [14]. In [15], authors presented a
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Figure 1: Proposed Multisensory VR System Design

multimodal system to assists those with visual impairments to experience visual art. The process required the high-
resolution scanning of images, the images were then processed to extract a heightmap which accentuated key details
within the visual art. The height maps were then 3D printed utilizing special means to create tactile graphics which
users could feel, this was combined with localised touch sensitive audio to trigger descriptive overviews.

3  Proposed System

The following section presents an overview of the proposed system, first the system design is presented outlining
the hardware setup. Following this, the user experience section provides an overview of how the user will interact
with the virtual world. Lastly, the proposed methodology for the system evaluation is presented.

3.1 System Design

The system design (Error! Reference source not found.) consists of three core blocks: (a) Visual art understanding
and processing, (b) application development, and (c) sensory hardware.

3.1.1 Visual Art Understanding and Processing

The initial development phase will focus on the careful selection and aggregation of visual works from the famous
artist Claude Monet. Paintings will be processed using image editing tools such as Adobe Photoshop to separate
layers of visual information.

These layers will be processed within a 3D modelling tool such as Blender to generate the 2.5D representations.
An example of this can be seen in Error! Reference source not found. [16] which portrays Claude Monet’s -
Haystacks, End of Summer. In an effort to gain insight into the objective of each of the paintings, research will be
carried out on a per painting basis in an effort to identify what the artist had visualized as part of the work. This
process will be used to identify thematic audio for each of the paintings.

3.1.2 Application Development and Sensory Hardware

The Unity3D game engine will be utilized to develop the experience. The core of VR interaction will be
implemented using the Unity XR Interaction Toolkit [17]. However, additional integration will be required on a per
device basis (as outlined later in this section). The proposed application will stimulate the audio and visual senses
using the Meta Quest Pro. Although this system is capable of a wireless experience, the headset will be connected
to a PC in a tethered setup. This approach is required due to the number of VR accessories which are needed for the
proposed system. Due to this, a PC with 32GB of RAM, an Intel i9 (K-Series), and an Nvidia RTX 3080 will be
used to run the application.

A haptic glove system from MANUS has been proposed to allow users to gain a tactile sensation whilst
interacting with the immersive visual art [18]. Lastly, the SENSIKS Sensory Reality Pod [19] will be utilized to
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Figure 2: Claude Monet’s- “Haystacks, End of Summer” visualized in 2.5D.
Sensory zones are highlighted (a)- (d)

generate thermal, light, and wind changes for the end user. The sensory reality pod has been selected due to the
enclosed nature of the system and seated position which will serve as a measure of safety for users of the
experience.

3.2 User Experience

The VR application aims to present users with a small collection of paintings from the world renown artist Claude
Monet. Each painting will present a unique sensory response from the system. The primary objective of this is to
convey the feeling and emotion inspired from the artist through an associated multisensory experience. Due to the
variability of each work, the following provides an overview of the systems potential sensory feedback.

As users move their hands through the visual works, they will engage with sensory zones. An example of these
sensory zones has been visualised in Figure 2 (a) — (d). These sensory zones will trigger multimodal feedback to the
end user in the form of tactile, audio, olfactory, light, and airflow changes. Thematic audio will be presented, as
users engage with different layers. Volume will be altered between louder and softer tones to convey depth and
distance to the end user. Users will feel the depth of different artworks with haptic gloves as each layer conveys
feedback alterations. Thermal changes will occur within the SENSIKS Sensory Reality Pod as users engage with
different layers within the virtual painting. The correlations that exist between warm and near, cold and far will be
used to convey depth and distance through temperature range. Considering already established approaches to
multimedia accessibility [20], the VR experience will place an emphasis on the integration of user navigation and
interaction paradigms which are cognisant of those with visual impairments. Examples of this include the use of
audible cue’s the presentation of haptic feedback to the user.

3.3 Assessment Methodology

As part of the evaluation process, the system will be evaluated utilizing two independent groups. The initial group
will focus on those without any visual impairments in an effort to gain insight into the usability of the system. Once
this stage is complete, a smaller group of participants who experience a visual impairment will be invited to evaluate
the system. On a larger scale, the objective is to have the system presented within an exhibit space, welcoming
members of the public to the experience in an effort to raise awareness on accessibility.

In an effort to quantify and understand user perceived quality of experience (QOE), explicit, implicit, and
objective measures will be captured throughout the experience. With an emphasis on accessibility, a post experience
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questionnaire will be presented to capture an explicit measure of user perceived QoE. Although explicit measures
of QOoE have remained a cornerstone within experimental evaluations, they can suffer from user bias and memory
effects. In this proposal, physiological measures [21] in the form of heart rate, electrodermal activity, blood and
volume pulse will be captured using the Empatica E4 [22]. These implicit measures provide opportunity to gain
insight into the experience, alleviating challenges such as difficulties with participants articulating the subjective
experience accurately. Lastly, as a supportive measure, user interaction within the immersive experience will be
captured, these measures aim to support the understanding of physiological measures of QoE [23].

4  Conclusion and Future Work

This paper proposes a multisensory 2.5D VR art exhibition which aims to enhance museum experiences for
individuals who are living with a visual impairment. The VR environment allows users to experience visual art by
engaging the users sense of touch, smell, and hearing. Users will experience the work of world renown painter
Claude Monet within a virtual context. Each virtual painting will present unique sensory zones which will trigger
thematic audio and smells, custom haptic feedback, thermal changes, and light and air changes which are unique to
the artwork.

As part of future work, a study will be carried out which will capture and report measures of user perceived QoE.
The experiment will evaluate two test groups, one with visual impairment and another test group which do not
experience any visual impairment. Lastly, in an effort to raise awareness on the topic of accessibility for individuals
with visual impairments, it’s proposed that the system will be showcased to the public as part of an interactive and
immersive arts exhibition.
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Abstract

Osteoporosis affects over 200 million people worldwide; osteoporotic fractures occur every three seconds.
Physical therapy is a non-pharmaceutical approach to improving; muscle strength, balance and flexibility, thereby
reducing the risk of falls and fractures. However, engagement in physical therapy can be challenging due to factors
including accessibility, cost, fear and/or boredom. Virtual rehabilitation, incorporating extended reality, and
exergames, has emerged as a promising solution to enhance and address engagement issues with traditional
physical therapy. In this paper, the authors propose a set of five safe and clinically approved physical exercises
targeting older adults with osteoporosis. Underpinned by guidelines derived from a systematic review on virtual
rehabilitation and compliant with HSE care guidelines and the concept of ‘good” movement, these exercises were
reproduced in AR as exergames using the Microsoft Hololens 2 head-mounted display and the Azure Kinect
camera. Through the integration of expert knowledge and technology, this research contributes to the development
of adapted virtual rehabilitation interventions for patients with osteoporosis.

Keywords: Augmented reality, Rehabilitation, Osteoporosis, Exergames, Physical therapy.

1. Introduction

Today, more than 200 million people suffer from osteoporosis [S6zen, 2017]. One in three post-menopausal
women and one in five men over the age of 50 years old are at risk of an osteoporotic fracture during their
lifetime. These fractures can result in substantial morbidity, mortality and financial costs [McCabe, 2020;
Sdzen, 2017]. Given the significant societal and personal burden imposed by osteoporosis, novel approaches
which improve quality of life and reduce healthcare costs for people with osteoporosis deserve further
investigation [S6zen, 2017].

Physical therapy is an important non-pharmaceutical intervention which improves strength, balance and
flexibility, helping to manage pain and reduce the risk of falls and fractures [Dionyssiotis, 2014]. However
active engagement with physical therapy can be problematic due to environmental (accessibility, cost, time),
physical (risk of falling, difficulty in movement, co-morbidities) and mental factors (fear, boredom or
motivation) [Obuko, 2018]. Visual assessments of movement quality by physiotherapists can be accurate
and reliable for rating various movements, such as gait [Whatman, 2012], but the quality of these assessments
depends on the knowledge, skill and experience of the physiotherapist [Whatman, 2012]. This is one reason
virtual rehabilitation is gaining popularity as an alternative or complementary solution to physical therapy
[Amanda, 2014].

Virtual rehabilitation refers to any rehabilitation or recovery process which includes the use of a virtual
technology (e.g., Virtual reality (VR), Augmented reality (AR), or other digital technologies). Virtual
rehabilitation is used to enhance traditional rehabilitation and improve cognitive and/or physical skills [Peng,
2011]. Whilst VR immerses the user in a fully virtual environment, AR overlays digital information onto the
real world [Bouchard, 2014]. Exergames are a type of video game or multimedia interaction which requires
the player to physically move in order to play [Oh, 2010]. Studies show that exergames can improve physical
(balance, strength, fall risk) and cognitive (fear, motivation, memory) function in older adults [Amanda,
2014]. Feedback during exergame participation is key to effective virtual training, similar to physical therapy
where the therapist guides and supports the patient’s movement, posture and participation [Alnajjar, 2019].
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Feedback is typically categorised as visual, auditory, and haptic [Lee, 2017], while provision of timely and
useful feedback ensures patients are effectively supported [Doyle, 2011]. We didn’t find exergames
designed specifically for osteoporosis patients in a systematic literature review. In this paper, we present the
integration of an extensive systematic literature review and communication with health and social care
experts (i.e., Physiotherapists (PTs), Occupational Therapists (OTs) and Rheumatologists) to design of novel
exergames for patients with osteoporosis, with the aim of reducing their risk of fall and fracture.

Note: This paper only presents the design decisions prior to exergame development and testing.

2. Method

In the process of translating approved physical therapy exercises into a set of five exergames for patients
diagnosed with osteoporosis, we based our technology choices and game design considerations on:

e Guidelines resulting from a prior systematic review on virtual rehabilitation.

e Input from health and social care experts to ensure that the exergames are suitable and do not put
patients at risk of fall or injury and are compliant with HSE care guidelines.

e  Further collaboration with a chartered PT regarding ‘good movement’ and feedback.

Following the PRISMA guidelines our systematic literature review included 23 articles for final analysis
from 130 at initial selection. The key results and advice of health and social care experts underpin:

e The choice of adapted, safe, and clinically approved training exercises.
e  The definition of overall ‘good’ movement and its implication for people with osteoporosis,
e Instruction and feedback between patients and physiotherapists during training sessions.

In this paper solely we present considerations and justifications in the design process of our exergames.

3. Design Process and Decision Justification

3.1 Designing an adapted set of exergames for people with osteoporosis.

In our study a final set of five physical training exercises were agreed by a chartered PT, an OT and two
Rheumatologists at Galway University Hospital. These exercises target older adults with osteoporosis and
comply with HSE care guidelines [Brosna, 2020]. Their aim is to improve physical outcomes such as; muscle
strength, flexibility, and balance, for those diagnosed with osteoporosis by Dual-energy X-ray
Absorptiometry (DXA) criteria (T-score <-2.5) per International Society for Clinical Densitometry (ISCD)
modifications (postmenopausal women and men aged 50 years and older). These exercises are represented
in Table 1, in addition to an associated instructional narrative as provided by the PT to his patients.

Exercise Instructions from the PT

Sit to stand Context: A chair is placed against a wall. The person sits in the chair.
(with a chair)  [“Sit on the chair. Interlace your fingers and reach forward with your arms. With your feet slightly apart
and your hips at the edge of the chair seat, lift your hips up from the seat to stand. Slowly return to

sitting.”
Squat (witha  [Context for the squat on a chair: The person stands on front of the chair.
chair) “Perform a squat by initiating the motion of pushing the hips back and then following this, by bending the
comprises knees. Keep your back straight and touch the wall lightly with your buttocks without resting on the wall.

squat on a chair |Come back up, keeping your back straight at all times.”
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and partial Context for a partial squat: A chair is placed in the middle of the room. The person stands behind the chair
squat with their hands on it.

“Hold the chair in front of you with your hands. Perform a squat by initiating the motion. Push the hips
back and then follow this by bending the knees. Keep your back straight and touch the wall lightly with
your buttocks without resting on it. Come back up, keeping your back straight at all times.”

Opposite arm  [Context: A chair is placed anywhere in the room. The person sits in the chair.

and leg lift “Sit with your back in a neutral position (slightly arched); your chin must be tucked in. Slightly tighten
(with a chair)  [your abdominals, lumbar muscles and pelvic floor muscles, then lift one arm and the opposite leg without
allowing the trunk or pelvis to move or rotate.”

Arm raises Context for arms raises with a chair: A chair is placed against a wall. Ensure that there are no obstacles to

(with or withoutleither side of the chair. The person sits in the chair.

a chair) “Sit-up straight and lift both arms thumb up at the same time, keeping the thumbs up. Lift to shoulder's
height.”

Context for arms raises without a chair: The person stands with more than an arm’s length of space to their
left and right. A chair is placed on front of them in the event that they may feel unsteady.

“Stand up and lift both arms thumb up at the same time. Lift to shoulder height. Ensure to maintain thumbs
up.”

Step up Context for step up: The person is standing.

comprises Step [“Stand up and take a step with one leg. Then bring the leg back to the starting position. Be careful of

up and Sidestep [putting the foot entirely on the step.”

up

Context for sidestep up: The person is standing.
“Stand up and take a sidestep with one leg. Then bring the leg back to the starting position. Keep your
pelvis levelled (making sure you do not hip hang).”

Table 1: Set of exercises with associated instruction.
3.2 Technology choice and exergame design

Based on the results from our systematic literature review, we were able to determine guidelines and criteria
for the technology choice and the exergame design. The comparison of four types of devices (Head-mounted
display (HMD), body tracking camera, balance board and specific device) in this review and their evaluation
through criteria such as: immersion, effectiveness in training, global body tracking, engagement, comfort,
and interaction, guided us in selecting the Microsoft Hololens 2 HMD and the Azure Kinect body tracking
camera. The exergame design took into account both the limitations arising from the target audience’s
vulnerability (related to osteoporosis) and the guidelines provided by existing literature and HSE. As such,
design considerations included:

e The design of positive game features [Vanden, 2021; Blomqvist, 2021] i.e., positive, colourful, non-
aggressive content (see Figure 1 for the prototype of each game) and immersive sounds.

e The possibility for content personalization [Andreikanich, 2019] through adapting the game to the
needs of the player (e.g., type of virtual objects, level of difficulty etc.).

e Movement variability adaption based on the physical ability of the patient (see Section 3.3)

e The provision of positive and easy to understand instruction and feedback [Vanden, 2021].

Detail on the exergames is provided in Table 2, with the conceptual exergames’ designs presented in Figure
1. During a training session, patients will participate in each of the five exergames. They will be able to
choose whether they want to follow the pre-determined ‘scenario’ or select the exergames in any order. The
‘Sit to stand’ game is the only exergame presented in third person view to ensure a continuity of immersion,
support interaction and mitigate against the risk of boredom during training.

Physical |Conceptual exergames description Camera Starting position
exercises position
Sit to stand [Third person platform game. The participant moves a character|In front Seated on a chair.
from one platform to the next (up and down) by standing down
and sitting. Position: Facing the virtual
platform.
Main goal: To progress on the path.
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Squat First person game. The participant is required to squat to avoid|On the side [Seated on a chair.
the cloud coming in front of his/her eyes.

Position: Facing the virtual object.
Main goal: avoid the virtual object (e.g., cloud).

Opposite  [First person game. The participant is required to lift the correct|In front Seated on a chair.
arm and leg|body part (right/left arm/leg) to hit the ball coming in front of]
lift their eyes.

Position: Facing the virtual object.

Main goal: Hit the virtual object (e.g., ball).

Arm raises |First person game. The participant must raise his/her arms to|In front Seated on a chair.
help the (virtual) bird to fly in front of their eyes.

Position: Facing the virtual object.
Main goal: Move the virtual object (e.g., bird).

Step up First person game. The participant must step over a virtual|ln front Standing.
obstacle coming on the floor in front of them.

Position: Facing the virtual object.
Main goal: Avoid the virtual object (e.g., rock).

Table 2: Conceptual exergame description.

Figure 1: Prototype of each exergame (from left to right: opposite arm leg lift, arm raises, squat, step up, sit to stand)
3.3 ‘Good’ movement in physiotherapy and in games

Notwithstanding the accruing positive cognitive and physical benefits of exercise, it is not atypical that
participants can use improper techniques when performing exercises e.g., they are executed too fast, too
intensely and/or with an incorrect position [ACSM, 2021]. A lack of adherence to correct posture, intensity
and breathing can result in injuries [ACSM, 2021]. Consequently, whilst an ‘appropriate pace’ is critical, it
might differ for each patient, as proper pace and alignment depend not only on the exercise but also on the
ability of the patient. This is of particular importance in the context of frail patients. Through discussion with
the chartered PT, ‘good’ movement is defined as exercise movement made with appropriate pace and
alignment and which are suitable to the patient in question. Movement variability refers to the nonlinearity
in movements which can occur over multiple repetitions [Harbourne, 2009]. In the context of physical
therapy, it is important that a PT shouldn’t and won’t expect the patient in a training session, to repeat the
movement in the exact same manner each time [Harbourne, 2009]. It is important to consider this concept
of movement variability when designing both physical and virtual training as movement variability directly
influences both the learning of the movement and the movement’s accessibility. To cater to movement
variability, the human body is divided into biomechanical points which can be checked for alignment to
ensure that the exercise is correctly executed. Biomechani<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>